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Abstract

One of the main tasks in the study of financial and economic processes is forecasting and analysis
of the dynamics of these processes. Within this task lie important research questions including how
to determine the qualitative properties of the dynamics (stable, unstable, deterministic chaotic,
and stochastic process) and how best to estimate quantitative indicators: dimension, entropy, and
correlation characteristics.

These questions can be studied both empirically and theoretically. In the empirical approach,
one considers the real data represented by time series, identifies patterns of their dynamics, and
then forecasts short- and long-term behavior of the process. The second approach is based on
postulating the laws of dynamics for the process, deriving mathematical dynamic models based on
these laws, and conducting subsequent analytical investigation of the dynamics generated by the
models.

To implement these approaches, both numerical and analytical methods can be used. It should
be noted that while numerical methods make it possible to study complex models, the possibility
of obtaining reliable results using them is significantly limited due to calculations being performed
only over finite-time intervals, numerical integration errors, and the unbounded space of possible
initial data sets. In turn, analytical methods allow researchers to overcome these problems and
to obtain exact qualitative and quantitative characteristics of the process dynamics. However,
their effective applications are often limited to low-dimensional models (in the modern scientific
literature on this subject, two-dimensional dynamic systems are the most often studied).

In this paper, we develop analytical methods for the study of deterministic dynamic systems
based on the Lyapunov stability theory and on chaos theory. These methods make it possible
not only to obtain analytical stability criteria and to estimate limiting behavior (localization of
self-excited and hidden attractors, study of multistability), but also to overcome the difficulties
related to implementing reliable numerical analysis of quantitative indicators (such as Lyapunov
exponents and Lyapunov dimension). We demonstrate the effectiveness of the proposed methods
using the “mid-size firm” model suggested recently by V.I. Shapovalov as an example.

Keywords: mid-size firm model, forecasting, global stability, chaos, absorbing set, Lyapunov
exponents, multistability

Email address: Corresponding author: nkuznetsov239@gmail.com (Nikolay V. Kuznetsov )
This work was done under the auspices of the Institute for Nonlinear Dynamical Inference at the International
Center for Emerging Markets Research (http://icemr.ru/institute-for-nonlinear-dynamical-inference/).

Preprint submitted to Elsevier April 4, 2020



1. Introduction

Understanding and predicting the behavior of complex systems is one important task of cur-
rent research in various fields. The events of the last decade have demonstrated the dangers of
unpredictable developments in economic and financial systems, which can lead to systemic failures
and even to collapses in the global financial-economic system. As a result, researchers have posed
a number of conceptual questions, including search for approaches to forecasting critical transi-
tions and determining stability indicators in complex systems [8, 52|. Usually these characteristics
are initially determined analytically, with subsequent experimental verification using real systems.
At the same time, investigating and forecasting the dynamics of current financial and economic
systems allows one to effectively control the systems, discovering and tracking stable, unstable,
deterministic chaotic and stochastic processes. Studying current systems also allows quantitative
estimation of the processes, using characteristics of their dimension, entropy and correlation. To
answer these conceptual questions, it is necessary to develop and apply reliable forecasting proce-
dures, which will significantly reduce the costs of unpredictable behavior of financial and economic
systems, including in times of crises, and allow researchers to offer recommendations for stabilizing
the dynamics of these systems.

In the second half of the last century, after the discovery of chaotic processes in dynamic
systems by Ueda and Lorenz [48, 59|, chaos theory began to be actively developed, and helped
to explain the complexity and unpredictability of dynamic systems behavior. The complexity of
dynamic systems, which are associated with the non-linearity and limited predictability of their
behavior, as well as a number of open problems, have spurred significant interest in chaos theory
among economists. Research aimed to study and reveal non-trivial economic effects and to stabilize
irregular processes (see, e.g. [9, 10, 12, 13, 15, 16, 17, 18, 23, 24, 25, 57|). Developments in this
field from the 1970s to the present can be traced through the studies of many famous economists
[5, 6, 7, 10, 14, 16, 24, 27, 49] who have explored numerous examples of deterministic economic
models that could generate nonperiodic fluctuations. For example, chaotic dynamics has been
studied from the angles of economic growth and development, market structure and game theory
[3, 12, 17, 23], rational expectations models |9, 14|, open economy New Keynesian models [6, 7]
based on the Gali and Monachelli model [26], and non-linear heterogeneous agent models (HAMs)
with periodic and chaotic asset price fluctuations [14, 31]. Researchers have also focused on the
issue of monetary chaos by applying tools based on both the metric (correlation dimension and
Lyapunov exponents) and topological (recurrence plots) approaches to chaos [3|. There have been
attempts to identify business cycles by looking at financial time series [15], to analyze the stock
returns of the markets of G7 countries [58] and to forecast high-frequency trading transactions in
foreign exchange markets [30]. More recently, research has developed in two main directions. An
empirical direction is interested in whether some actual economic time series are characterized by
chaotic dynamics and in developing statistical tests for chaos, applying them to macroeconomic
and financial time series. A more theoretical approach has focused on demonstrating the possibility
of cyclical and chaotic dynamic behaviors that can occur in a wide range of theoretical models.
These studies attempt to understand whether mathematical non-linear deterministic models can
demonstrate the types of fluctuations commonly found in economic data. On the one hand,
the theoretical direction has included analyses of low-dimensional dynamic models reconstructed
from time series of real data [49]. On the other hand, the theoretical approach is based on the
construction of mathematical models that incorporated a-priori assumptions about the dynamics of
the process under study. The main goal of both approaches, empirical and theoretical, has been to
build reliable forecasts of the behavior of dynamic systems based on concepts and methods of chaos
theory. The central complexity of the empirical approach lies in the difficulty of distinguishing
between chaotic behavior of a deterministic dynamic system and random fluctuations caused by



measurement or sampling errors [18, 57]. The theoretical approach suffers from the fact that only
low-dimensional systems allow derivations of analytical results (usually, two-dimensional systems
are considered [3, 15, 49]).

The history of the development of chaos theory and its applications shows that the complex-
ity of describing the dynamics of economic phenomena is largely associated with the difficulty of
constructing the adequate mathematical models of the phenomena. Moreover, attempts to fully
describe such models and to observe real data in order to reconstruct models from it typically lead
to high-dimensional dynamic models, including stochastic ones. As a rule, only quantitative anal-
ysis using numerical procedures is possible for these models. It is well known that in chaos theory,
confirming the reliability of results obtained by numerical methods requires separate clarification,
including aspects connected with the use of shadowing theory and analysis of computational er-
rors (caused by a finite precision arithmetic and numerical integration of differential equations)
[50]. Computational procedures have a number of significant limitations. First, calculations are
performed over finite-time intervals, which makes it difficult to distinguish between a process of
transition and established (limiting) chaotic behavior. Second, the use of numerical integration
algorithms is associated with computational instability, which inevitably leads to approximation
errors. 'Third, the theoretically unbounded space of possible initial conditions does not allow
efficient forecasting of the limiting behavior of a dynamic system in the phase space.

At the same time, for low-dimensional systems, it is possible to apply rigorous nonlinear meth-
ods from the dynamic systems theory, which allows one to obtain exact analytical results. This
enables a derivation of the effective criteria for stability and absence of chaotic behavior in such
systems. Thus, both qualitative exploration and estimation of the quantitative characteristics of
the dynamics of the process can be performed numerically, as well as analytically. In particular,
it is possible to calculate the Lyapunov dimension of an attractor using numerical procedures and
to analytically localize the attractor via determination of the absorbing set.

In this paper, we use an analytical approach to analyze local and global stability of the dynamics
of a mid-size firm model [53, 54|. We perform analytical localization of the attractor of the system
and investigate the global stability of its dynamics. This allows us to obtain parameter domains
in which the system demonstrates various types of behavior: stable, unstable, or deterministic
chaotic dynamics. In addition, we solve the problem of forecasting established (limiting) behavior
of this dynamic system, obtaining the condition of the global conversion to the stationary set and
bouded localization of non-trivial attractor. Thus, we overcome the challenge of unboundedness of
the set of initial data and implement reliable numerical analysis of the model, including the study
of its chaotic dynamics. We use the adaptive algorithm of the finite-time Lyapunov dimension
and Lyapunov exponents computation for the values of the model’s parameters at which a chaotic
attractor can be confirmed. Thus, we obtain a number of quantitative estimates, which allow us
to calculate characteristics including the Lyapunov dimension and entropy.

2. Problem statement

Consider the model of V.I. Shapovalov proposed in [53| which describes behavior of a mid-size
firm

T = —ox+ 0y,
Y = px + py — Prz, (1)
z = —vz + axy.

Here o, [, o, 0, u, <y are positive parameters, and the variables x, y, z denote the growth of
three main factors of production: the loan amount x, fixed capital y and the number of employees



z (as an increase in human capital). An increase in the loan amount is proportional to the amount
of capital and the size of the loan taken out. The coefficient with the variable y is positive on the
premise that, with an increase in capital, the company is more likely to grant loans on the lending
market; the coefficient for the variable x is negative and indicates the losses that the company
incurs when taking out a new loan, which is associated with the requirement to pay interest, as
well as the fact that the company is less willing to give credit when it has many loan obligations.
The capital gain is proportional to the income from the investment of available capital and the
loan taken, as well as expenses for labor remuneration and loan repayment. The coefficients for
the sum of the variables x and y are positive, since they show a positive effect of investing in the
development of production; the coefficient for the product of the variables x and z is negative, since
it indicates the costs of the company. The increase in the number of employees is proportional to
the capital, the loan taken and the current number of employees. The coefficient for the product of
the variables x and y is positive, based on the assumption that the company may spend part of the
amount of capital and the loan taken on attracting additional employees. A negative coefficient
for the variable z indicates that the outflow from the current number of employees due to dismissal
or on their own initiative should be taken into account.

Coefficients at variables are control parameters: « reflects a combination of factors that con-
tribute to creating a company image that will be attractive to new employees; 5 summarizes factors
that influence cost allocation; p describes the effectiveness of capital investments (the effects of
various taxes should be taken into account); v summarizes factors related to difficulties obtaining
a loan; for example, a high interest rate, etc.

As part of the study of system (1), [29, 53, 54| formulated the task of nonlinear analysis of the
system and its limit dynamics in order to predict the stability of the Shapovalov model (1) and
determine the conditions under which the system has some predictable dynamics (the Shapovalov
problem of a mid-size firm dynamics forecasting). The non-triviality of this problem lies in the
fact that the system has an unstable state of equilibrium and may exhibit of chaotic dynamics.

3. System transformation

A significant number of papers has studied the behavior of three dimensional nonlinear dynamic
systems. It is important to verify (see, e.g. [42]) which known systems can be reduced to system
(1) using linear coordinate transformation. System (1) can be reduced to a Lorenz-like system

T = —cr + ¢y,

)
y=rx+y—xz, WheI‘eC:%,T’:;,b:%, (2)
z=—bz+ xy,

using the following coordinate transformation

(x,y,2) = (\/N_ 550_3/, 55 ) t—> t (3)

System (2) differs from the classical Lorenz system [48] in the sign of the coefficient at y in the
second equation, which is 1 here, while in the Lorenz system this coefficient is -1.
Accordingly, the inverse transformation

(@x, rmy, ﬁz) , U — ut
2 K 2

(z,y,2) =



reduces system (2) to system (1) with coefficients o = cpu, § = rep, v = b 2
In addition, system (1) with parameters satisfying the relations 02?/(c —d) = pand § < o < p
can be reduced to the well-known Chen system [20]

T = —ar + ay,
2
y=(c—a)r+cy—zz, with a = 0,c = 5:,u,b:’y,a<c, (5)
0'_
z = —bz 4+ xy,

using coordinate substitutions

( ) ( 1 o o > (6)
T,Y,z =T, T =Y, 577 |-
vaB ol ov/aB? 6B
The possibility of reducing system (1) to the Chen system (5) under the above conditions shows
the complexity of studying the mid-size firm model. The Chen system demonstrates much more

complex behavior in terms of constructing its absorbing set [2] than the Lorenz system, and the
problem of analytical calculation of the dimension of its attractor [42] is still opened.

4. Sustainability analysis

Further, we analyze the system (2) and apply the inverse transformation (4) to obtain conditions
on the parameters of system (1). To solve the Shapovalov problem, using the standard stability
analysis of dynamic systems, we calculate the equilibria of system (1). System (1) always has three
equilibria

(1) _ W _ (o +9) Yo (o +0) plo +9)
O (0 0 O) 02,3 - <:|:\/ OéBO’ 7i\/ 0[552 ’ 5(5 ) : (7>

Accordingly, system (2) also has three equilibria

0P =(0,0,0, OY= <i\/b(r 1), /00 + 1), + 1) . 8)

For the Jacobian matrix of system (1

)

0

(u g n i (9)
-

the characteristic polynomial det(.J — I's) has form

X(s,2,y,2) = 8° + p (@, 2)8> + p5 (x,y, 2)s + pi (2, y, 2), (10)

where
p (@, y,2) =0+ —p,
P (@ y,2) = oly — 1) — p(y + ) + a?a? + adz, (11)
P (2, 2) = —yu(o + 8) + a’oa? + a®éxy + adyz.

2Transformations (3) and (4) do not change the direction of time, which is essential for the analysis of the
Lyapunov exponents and dimension [42].



Lemma 1. The equilibrium state 051) = (0,0,0) of system (1) is unstable for all parameter values.

Proof. Consider system (2) obtained from (1) by changing variables (3), with the Jacobian matrix

—c ¢ 0
J=|r—z 1 —z|. (12)
y x —b

At the point O§2) = (0,0,0), the coefficients of the characteristic polynomial of the Jacobian matrix
(12) have the following form
pg2)(07 07 0) =c+ b— 17
p57(0,0,0) = (b —r) = (¢ + 1), (13)
pS(0,0,0) = —cb(1 + 7).

Since inequality pg) (0,0,0) < 0 holds for any admissible values of the parameters of system (2),

the Routh-Hurwitz conditions are not satisfied and the equilibrium ng) is always unstable. Using
(4) we obtain the statement of Lemma for system (1). O

Lemma 2. If one of the relations

r>%, b>c+1,
r<M 3—c<b<c+1 o
b—(c+1) "’

holds for system (2) then the equilibria O£13) of system (1) are stable.
If both relations (14) are not satisfied, then the equilibria Oélg of system (1) are unstable.

Proof. Similar to Lemma 1 we consider system (2) obtained from (1) by changing variables (3). At
points Ofg = (j: Vo(r+ 1), £/b(r + 1), 7 + 1> the coefficients of the characteristic polynomial of

the Jacobian matrix of system (2) are the following

@)=
P (OS)) = ble + 1), (15)
P (05) = 2¢b(r + 1)

If c4+b > 1is true then pSQ)(O%) > 0, pg)(O%) > 0, and p?)(O%) > 0 hold for any positive
values of ¢, b, r.
Using the second relation from (14) the condition

PP (OSNPP(O8)) — PP (0F)) = c(c+b—3) +r(b— (c+1)) >0 (16)

holds. Hence, we obtain the stability conditions (14) for the equilibria 05232 . Using (4) we obtain
the statement of Lemma for system (1). O



5. Analytical localization of the global attractor

It is important to show that system (1) does not have trajectories tending to infinity either for a
finite or for an infinite period of time for a correct mathematical description of economic processes
in a model and the possibility of studying its limit dynamics. Next, we distinguish the domain of
the parameters of system (1) for which all trajectories are bounded and, moreover, which over time
fall into a limited closed region called an absorbing set [2|. For the corresponding set of parameters
system (1) has a global attractor.

Using the ideas presented in |11, 40, 55|, we can prove the following

Lemma 3. If v < 20, then for any solution of system (1) we have the following estimate

«

. . - 2
l%gnﬁ?of [2(t) i (t)] >o. (17)
Proof. For system (2) and the Lyapunov function
2
x
V(z,z) =z — 5

we have

V(x(t), 2(t)) = —=bV(x(t), 2(t)) + (1 — 2%) z2(t).

If b < 2¢ then
V(x(t),2(t)) = exp(—bt) V(2(0),2(0)),

that yields estimate (17). Thus, the global attractor is located in the positive invariant set repre-
senting a parabolic cylinder (Fig. 1)

2
le{(a:,y,z)ER?’\zzw—}. (18)
2c
Using (4) we obtain the statement of Lemma for system (1). O

Theorem 1. Ify > 2u and v < 20, then all solutions of system (1) eventually fall into a bounded
closed set.

Proof. For system (2) we consider the Lyapunov function
1
V(z,y,2) = 5 [AIQ —2Bzy+y*+ (2 — (r+ (A+ B)c— B))Q} : (19)

where A and B are arbitrary positive parameters.
Case 1. If A > B? then

V(r,y,z) = % Al =2y + (1= B+ (= (r+ (A+ B)e— B)"| 500 (20)

as |(z,y, z)| — oc.
For an arbitrary solution u(t) = (z(t), y(¢), 2(t)) of system (2) by Lemma 3 we have

2

V(x,y,z) = — (Ac+ Br)z® — (Be — 1)y? — (b— 2Bc)z* + (r + (A + B)c — B)bz — 2¢Bz(z— %)
< — (Ac+ Br)z* — (Bc— 1)y* — (b—2Bc)2* + (r + (A + B)c — B)bz.



In order to have Bc—1 > 0, b —2Bc¢ > 0, we choose B € (C, 26) under the assumptions b > 2,
b < 2c¢. Suppose that ¢ € (0, b— QBC) and A = min {Ac + Br, Bc—1, (b—2Bc) — 6} > 0. Then
V(z,y,2) = — (Ac+ Br)a® — (Be — 1)y* — (b — 2Bc — €)2* — e2* + (r 4+ (A + B)c — B)bz

=—(Ac+ Br)a® — (Be - 1)y* — (b—2Bc —¢)2” — <¢52 BAAC ;Z)C - B)b)

r+ (A+ B)c— B)?b? r+ (A+ B)c— B)?b?
+
4e 4e '

< AP+t 427 +

Suppose that 22 4+ y? + 22 > R% Then a positive s exists such that

A+ B)c— B)?*b? 1 A+ B)c— B)*p?
(r+(A+ B)c )2 b < s for R2>_(r+( + B)c )b.

. - a2
Viz,y,2) < —AR"+ 4e A 4e

We choose 1 > 0 such that
{(z,y.2) | V(w,y,2) <0} D {(x,9.2) | 2® +y* + 22 < R}
Thus, the relation 2% + 3? + 22 < R? implies that
W2+ (1 =22+ (2= (r+(A+B)e—B))’ =
— B2 422 2(r 4 (A+ B)e— B)z + (r+ (A+ B)e— B)’ < 2.
According to the Cauchy-Bunyakovsky-Schwarz inequality, we have
Alz — By)? < 24(2* + By?) < 2401+ B)R?
and, since
—2(r+(A+B)c—B)z < 2(r+(A+ B)c— B)|z| < 2(r+ (A+ B)c— B)R,
it is sufficient to choose

nz%[(2A+2+ B)R2+2(r + (A+ Ble = B)R+ (r + (A+ B)e - B)*|.

If R and n are chosen as shown above, then system (2) has the following compact ellipsoidal
absorbing set:

Boz{xy, |ny,) %[A$2—23$y+y2+(2—(7’+(A+B)C—B))2]ST}}.

Case 2. If A = B? then, using technics from Case 1, we attain the attractor of dynamic system
(1) is located in the positive invariant set representing an elliptic cylinder:

ng{x y,2) | V(z,y,2) = ;[BQ(x—%y)Q —|—(Z—<’I“—|—B2C—|—B(C—1)))2] Sn}.

Condition (20) holds for all (z, y, z) except for line # = £y which is symmetry axis of the
elliptic cylinder €2,.

Hence, we obtain a number of the following positive invariant sets: the absorbing set B =
Q1 By and the elliptic cylinder €, (Fig. 1).

Using (4) we obtain the statement of Theorem for system (1). Thus, system (1) generates a
dynamic system, the solutions of system (1) exist for ¢ € [0, +00) and system (1) possesses a global
attractor, which contains all equilibria and nontrivial (local) attractors (see, e.g. [21, 43]). O
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Figure 1: Localization of the chaotic attractor of system (2) with parameters set at » = 7.3171, b = 2.0909,
¢ = 3.7273 by the absorbing set B = Q; [ By, where the Q; (parabolic cylinder, brown), 2, (elliptic cylinder, pink),
By (ellipsoid, gray). Here B = (1 + ) = 0.1167, A = B?> = 0.0136, ¢ = 3 (b — 2Bc) = 0.1667, and R, n are
chosen as in the proof of Theorem 1.

The absorbing set can be further refined following, e.g. [46, 60].

The problem of forecasting for established (limiting) behaviour of the dynamic system can be
solved via localization of attractors of this system [43|. While trivial attractors (stable equilibrium
points) can be easily found analytically or numerically, the search for periodic and chaotic attractors
can be a challenging problem. For numerical localization of an attractor, one needs to choose
an initial point in the basin of attraction and observe how the trajectory, starting from this
initial point, visualizes the attractor after a transient process. Self-excited attractors, even those
co-existing in the case of multistability [51], can be revealed numerically by the integration of
trajectories, started in small neighbourhoods of unstable equilibria, while hidden attractors have
the basins of attraction, which are not connected with equilibria and are “hidden somewhere” in
the phase space [22, 32, 34, 41, 43|. Note that in numerical computation of a trajectory over a
finite-time interval, it is difficult to distinguish sustained chaos from transient chaos (a transient
chaotic set in the phase space, which can persist for a long time) [28]. For instance, for the
classical Lorenz system the time interval for reliable computation with 16 significant digits and
error 10™* is estimated as [0,36], and reliable computation for a longer time interval, e.g. [0,10000]
in [45], is a challenging task that requires a significant increase in the precision of the floating-point
representation and the use of supercomputers®. Analytical aspects of this problem are concerned
with the so-called shadowing theory (see, e.g. [50]) which for some classes of systems can guarantee
the existence of the “true” trajectory in the vicinity of its approximation. Analytical procedures
for determining the global stability areas are able to mitigate the influence of computer errors and
thus make reliable forecasts of system dynamics.

6. Global stability

From the mathematical point of view, the problem when searching for the conditions for the
ultimate stationary behavior of the mid-size firm model (1) corresponds to the tendency of all
its trajectories toward a stationary set. The nonlinearity of this system and the presence of
one unstable equilibria 01(0,0,0) for all values of its parameters makes this problem nontrivial.
Furthermore, for certain values of the parameters of the system this problem has a negative solution,
and chaotic behavior is observed in system (1) [53]. We use specialized analytical methods to

3Calculations by a supercomputer take about two weeks



effectively obtain the analytical conditions for global stability of system (1) when all its trajectories
tend to equilibria.
We write system (1) in general form

= f(u), f: UCR"—=R", (21)

and consider its linearization along the solution w(t,uy) such that u(0,ug) = uy € U exists for
t € 10,00)

q= ‘](u<t7 UO))q’ (22>
where f is continuously differentiable vector-function, J(u) = D f(u) is the n x n Jacobian matrix,
det J(u) # 0, Vu € U.
To check the global stability of system (21), following [37, 38, 55|, it suffices to estimate the
ordered eigenvalues of the symmetrized Jacobian matrix of this system

5 (I (u(t, 1)) + T(u(t, o)) (23)

For original nonlinear system (21), computing the eigenvalues of the Jacobian matrix is technically
difficult. Therefore, we use the linear coordinate transformation of system (21) with a nonsingular
n X n matrix S

w = Su, (24)
with which it reduces to a transformed system
W= Sf(S w). (25)
Its linearization along the solution w(t, wy) = Su(t, up) has the form

v = SJ(u(t,up))S v. (26)

The transformation (24) often allows one to compactly write out and order the eigenvalues of the
symmetrized Jacobian matrix of system (25)

% (SIS~ +(SJS7)Y) (27)

and obviously does not affect system stability property (21).

Thus, following [37, 38|, we can estimate the relation of the sum of the first two eigenvalues
of the symmetrized matrix together with the derivative of the function V(u). This allows us to
effectively estimate the partial sum of the eigenvalues, while matrix S is used to simplify calculation
of the eigenvalues. Thus, we need the following relation

A (1, S) 4+ As (u, S) +V (u) <0 (28)
for all u from the absorbing set B = € (1) Bo.

Theorem 2. If for system (1) relations

(y — o) (%H) <5< (7+0) (3_1),

2u <7y < 20,

(29)

hold, then any solution tends to some equilibrium state for t — 4o0.

10



Proof. Consider system (2) obtained from (1) by changing variables (3). For system (2) the
eigenvalues of Jacobian matrix (12) have cumbersome expressions. So we apply the transformation
(24) with a nonsingular matrix S

=200
S=[-210 (30)
0 01

C

—————— and condition
(14b)(c—b)+rc

to this system, where a =

rc¢> (b+1)(b—c) (31)

is satisfied. Then the symmetrized Jacobian matrix of this system 3§ (SJS™ + (SJS™!)*) has the
following eigenvalues

D=

-1 1 b+ 1 ? 20 *
)\Qz—b,)\Lg:—CQ jzé((Qb—i—l—c)Q—i—cﬂ( _Z x—i—y) —i—(az—;)) . (32)

The inequalities

2001 —XN) >2b+1—c+|2b+1—¢[>0 (33)
imply A\; > Ao, From (32) we obtain the ratio

a

20\ + A2) = —(c— 1+ 2b) + ((2()—1—1—0)2—1—@2 (bt1x+y)2+ (az—%)2>2. (34)

Using the famous inequality vk + 1 < vk + ﬁ, Vk > 0,1 > 0, we obtain an estimate

2A1 + A2) < —(c—142b) + [(c+1)* +4er]® +

2 a’z> a® [(b+1 2 (35)
+ T |2+ ——+ — r+y .
[((c+ 1)2 + 4der)? 4 4 c
We introduce the function V(z,y, 2) = —2&%3__ where
[(c+1)2+44cr]2
h

0(x,y, z) = hya® 4+ (=bhy + hg)y* + hs2® + 4—2934 — hox?z — hohyzy — l—c)z, (36)

hj(j = 1,4) are some positive real parameters. Then

. 1
20 4+ X)) +2V < —(c—142b) — s(c— 1) + (1 — 5) [(c+1)* + 4er] 2 +

2(1 — s) (37)

[(c+1)2+ 407’]% [W(QJ, b2+ 9] ,

where W (x,y,2) = —cz + a2 | ‘2—2 (bﬂx - y)Q, and the function 0(x,y, z) is such that relation

4 c
2

W(z,y,2)+0<0, Voyz>— (38)

2c

holds. Using (35), we obtain the following estimate
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2 + Ao+ V) < —(c— 1+ 2b) + [(c+1)? + 4er]? (39)
The relation \; + Ao+ V < 0 is satisfied if for the parameters of system (2) the following condition

—(e—1+2b) + [(c+1)2+4er]? <0 (40)
holds. This is the case if relations
cr < (b+c)(b—1),
c+2b>1, (41)
b>1

are true. From here, taking into account (31) and the condition of Theorem 1, we obtain a domain
of parameters

(b+1)(g—1)<r<(g+1)(b—1)7 (42)

2<b< 2

in which system (2) is globally stable.
Using (4), we obtain the statement of Theorem for system (1). O

Note that, according to the Fishing principle [39, 43, 44] we obtain condition 3¢ > 2b— 1 which
is a necessary and sufficient condition for the existence of a homoclinic orbit (i.e. there exists a
certain r such that system (2) has a homoclinic orbit). This condition is valid under the second
condition from (42), and for the one can use a binary search [44].

1571

101

Figure 2: Parameters of system (2) corresponding absorbing set B and stability region (42).

The Fig. 2 shows the domain of values of parameters (42), for which system (2) has an absorbing
set B. At each point in this region, we can choose the value of the parameter r such that if the
first relation in (42) is satisfied, then system (2) and, accordingly, system (1), is globally stable,
otherwise, it is unstable. The points N; = N;(c,b,r), (i = 1,5) correspond to the values of
the parameters of system (2), at which the various behaviors are demonstrated. So the point
N1(1.9524, 0.4762, 0.2439) corresponds to the classical Shapovalov’s parameters [53|

a=5 =8 y=1,0=1,u=21,0=4.1, (43)
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and the point N5(1.9524, 1.1117, 0.2439) corresponds to parameters

a=4,8=87=233456=1, u=2.1, 0 = 4.1 (44)

from [29]. For the values of parameters (43) and (44) it is not possible to construct an absorb-
ing set. The points N3, N4, N5 lie in the region of existence of the absorbing set. The point
N3(2.1000, 3.1500, 4.0000) € D; corresponds to the stable regime, D; is the domain in which the
inequalities (b+1) (2 — 1) <r < (2+ 1) (b—1) are necessary to ensure the stability of system (2).
The point N4(3.7273, 2.0909, 7.3171) € D, corresponds to the unstable regime, in domain Dj the
inequalities (b+1) (2 — 1) <r < (24 1) (b—1) do not hold, because r > (2 + 1) (b—1), that imply
the instability of system (2). The point Ng(3.7273, 2.0909, 0.7317) € D, corresponds to the stable
regime, in the domain Ds the inequalities 0 < r < (24 1) (b — 1) imply the stability of system (2)
(see Fig. 3). Note that for the classical parameters of the Lorenz system ¢ = 10, b = 8/3, r = 24
(the point N5 € D,) system (2) has the absorbing set and its equilibrium states are unstable.

0
] og) -
2.5
2
1.5
VA
1
0.5
0 -10
(2)
-0.5 > 01 0 y

0 X 5 10

Figure 3: The stable regime of system (2) with parameters set at » = 7.3171, b = 2.0909, ¢ = 0.7317.

Thus, we showed that inside absorbing set B all trajectories of system (2) not only enter in B,
but also tend to the stationary set defined by the relations (42). A similar conclusion follows for
system (1) by inverse transformation (4) to system (2).

7. Chaotic dynamics

Along with the problem of studying the stability of the mid-size firm model (1) formulated in
[53, 54|, as well the chaotic behavior of the model was analyzed. For example |29, 53, 54|, the
authors showed that this system exhibits chaotic behavior for the values of parameters (43), which,
taking into account the transformation (3), correspond to the following values of the parameters
of system (2) r = 0.2439, b = 0.4762, ¢ = 1.9524. Using numerical experiments, we have analyzed
the chaotic dynamics of system (1) and visualize a self-excited attractor for Shapovalov’s values of
parameters (43). On this attractor, along with the corresponding solution for system (1), we have
obtained some estimates, which allows us to calculate characteristics including the dimension of
the attractor and entropy.

For a dynamic system ¢'(ug) = u(t,ug) generated by system (1) we consider the concept
of the finite-time Lyapunov dimension |33, 35|, which is convenient for carrying out numerical
experiments with finite time:

LEl(t,u)-‘r...-‘rLEj(t’u)(t,u)

dimy (¢, u) = j(t,w) + =5 G
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where j(t,u) = max{m : > ;" LE;(t,u) > 0}, and {LE;(¢,u)}} is an ordered set of finite-time
Lyapunov exponents (FTLEs). Then the finite-time Lyapunov dimension of a dynamic system
generated by (1) on compact invariant set A is defined as: dimy,(¢,.4) = Sup dimy, (¢, u). According

to Douady—Qesterlé theorem, for any fixed ¢t > 0 the FTLD is an upper estlmate of the Hausdorff
dimension: dimy .4 < dimy(¢,.4). The best estimation is the Lyapunov dimension [33]: dimy, A =
infy~o sup dimy, (¢, u).

In Fig. 4 shows the grid of points Cgiq filling the attractor: the grid of points fills cuboid
C = [-1,1] x [-2.5,2.5] x [0.1,2.5] rotated by 45 degrees around the z-axis, with the distance
between points equal to 0.5 (see Fig. 4). The time interval considered is [0, T' = 500], & = 1000,
7 = 0.5, and the integration method is MATLAB ode45 with predefined parameters. The infimum
on the time interval is computed at the points {t,}&V at time step 7 = t;,1 —t; = 0.5. Note that if,
for a certain time, t = t; the computed trajectory is out of the cuboid, the corresponding value of
finite-time local Lyapunov dimension is not taken into account in the computation of the maximum
of the finite-time local Lyapunov dimension (e.g. if there are trajectories with initial conditions in
cuboid, which tend to infinity).

For the set of parameters considered, we use a MATLAB realization of the adaptive algorithm
of finite-time Lyapunov dimension and Lyapunov exponents computation [35] and obtain the max-

imum of the finite-time local Lyapunov dimensions at the points of grid ( max dimy, (¢, u), at the
grid

time points t = t, = 0.5k (k = 1,..,1000)). For parameters r = 0.2439, b = 0.4762, ¢ = 1.9524 we
get maxyec, . dimp, (100, u) = 2.0699 max,ec, ., dimy, (500, u) = 2.0676.

grid

grid

Figure 4: Localization of the chaotic attractor of system (2) with parameters set at r = 0.2439, b = 0.4762,
¢ = 1.9524 by the cuboid C and the corresponding grid of points Cgyiq.

This estimation is consistent with the hypothesis on the Lyapunov dimension of a self-excited
attractor. Here the difficulties of reliable estimation of the Lyapunov exponents and dimension
along one randomly chosen trajectory over long-time interval are caused by unstable periodic orbits
embedded into attractor and finite precision numerical integration of ODE (see [1]). Note that the
existence of multistability with hidden attractors in the model under consideration, as well as for
the classical Lorenz system, is an open problem [19, 36, 42, 43, 56].

Conclusion

The complexity of analyses of the dynamics of financial and economic systems is often due to
the presence of multistability, when, for different initial data, the system trajectories can converge
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to distinct attractors. The coexistence of local attractors complicates forecasting the behavior
of a dynamic system and estimating its quantitative characteristics, for instance, the Lyapunov
dimension of the attractor.

Recent results obtained in the field of nonlinear methods of dynamic systems theory allow
one to successfully analyze global and local dynamics using analytical procedures. These studies
have extensive applications including the analysis of global dynamics in a number of economic
models [4, 47]. One efficient method for analysis of these models is discovering global attractors by
constructing their absorbing sets, and subsequently implementing effective analytical and numerical
procedures for investigation bounded sets of initial conditions.

In this paper, we perform a global analysis of the stability of the mid-size firm model. We
then derive the absorbing set, which makes it possible to localize the global attractor of system
(1), and the domains of the model parameters for which stability and instability are observed. To
characterize the chaotic dynamics of system (1), we calculate the Lyapunov dimension of attractor
for specific values of parameters. Our work relies on an analytical approach to analyze the behavior
of the model considered, which at the same time allows us to perform reliable numerical calculations
of the Lyapunov dimension of the attractor of the mid-size firm model.

We believe that ongoing efforts in the field of forecasting dynamics of real processes should be
focused on the development of efficient analytical and numerical procedures that allow researchers
to obtain the most complete and reliable information about the dynamics of the processes. This
approach can help to expand the applicability of analytical procedures and overcome the disadvan-
tages of numerical analysis. Hence, it opens a space for designing new control strategies for both
stable regimes (including multistability, one of the most exciting phenomena in dynamic systems)
and crisis processes.
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