1. Introduction

This paper provides an approach to the estimation of technology parameters in the financial sector. The relevant technologies are those of the financial intermediaries that produce inside money as output services and the nonfinancial firms that demand financial services as inputs to production technology. Virtually every firm in the economy falls into one of those two groups. We also provide the analogous results for consumer demand. In that case, the Euler equation parameters become parameters of tastes, rather than of technology. The problems that we seek to solve through our approach to modeling and estimation of those tastes and technologies are the "Lucas Critique" and what Chrystal and MacDonald (1994, p. 76) recently have called the "Barnett Critique." We also explore the tracking ability of the Divisia monetary aggregates and simple sum monetary aggregates relative to the GMM estimated exact rational expectations monetary aggregates nested within the technologies of firms and utility functions of consumers.

1.1 The Lucas Critique

According to the Lucas Critique, private sector parameters and the parameters of central bank policy rules are confounded together within the demand and supply solution functions that typically are estimated in macroeconometric models. When modeled dynamically, those demand and supply functions are the feedback rules or contingency plans that comprise the
solution functions to dynamic programming or optimal control decisions of consumers and firms. However, the central bank's policy process is among the laws of motion serving as constraints in the private sector's dynamic decision. Hence the feedback rules that solve the private sector's decision depend upon the parameters of those processes as well of the private sector's own taste and technology parameters. Shifts in the parameters of the central bank's policy process will shift the private sector's solution feedback rules.

The source of this confounding is the solution of the first order conditions (Euler equations) of the private sector's decision, since that solution cannot be acquired without augmenting the private sector's Euler equations with the government's policy rules. In particular, the central bank's policy rule, interest rate processes, and other governmentally influenced stochastic processes for variables that are in the private agent's decision but are not under the control of that private decision maker must be augmented to private decision maker's Euler equations, before the solution for the feedback rules (demand and supply functions) can be found. But if the Euler equations of the private sector are estimated directly, the confounding problem is avoided. Hence in macroeconomics in general, there is wide acceptance of the idea that Euler equations should be estimated, rather than the demand and supply functions that are the solution to the augmented system. In addition, generalized method of moments (GMM) estimation has made the estimation of Euler equations practical.

Despite the influence of Euler equation estimation and the Lucas Critique in macroeconomics in general, a substantial portion of the literature on monetary economics has continued to base its conclusion on estimates of money demand and money supply functions, which are vulnerable to the Lucas Critique. An exception is Poterba and Rotemberg (1987) who have proposed and applied an approach to Euler equation estimation applicable to consumer decisions in money markets. In this paper, we apply the analogous approach to modeling and estimating the technologies of firms in the financial sector.

1.2 The Barnett Critique
According to the Barnett Critique, as defined by Chrystal and MacDonald (1994, p. 76), an internal inconsistency exists between the microeconomics used to model private sector structure and the aggregator functions used to produce the monetary aggregate data supplied by central banks. The result can do considerable damage to inferences about private sector behavior, when central bank monetary aggregate data are used. Chrystal and MacDonald (1994, p. 76) have observed the following regarding "the problems with tests of money in the economy in recent years....Rather than a problem associated with the Lucas Critique, it could instead be a problem stemming from the 'Barnett Critique.'" In fact Barnett Critique issues have been used to cast doubt upon many widely held views in monetary economics, as recently emphasized by Barnett, Fisher, and Serletis (1992), Belongia (1993), and Chrystal and MacDonald (1994). Based upon this rapidly growing line of research, Chrystal and MacDonald (1994, p. 108) conclude---in our opinion correctly---that: "Rejections of the role of money based upon flawed money measures are themselves easy to reject."

The Poterba and Rotemberg approach to inference about consumer behavior in the monetary sector circumvents the Barnett Critique by nesting the monetary aggregator function within the consumer's utility function and estimating the aggregator function jointly with the other parameters of the consumer's decision. Hence Poterba and Rotemberg have extended Barnett's (1980,1987) perfect certainty theory to the case of risk. Subsequently, Barnett, Hinich, and Yue (1991) have investigated the tracking abilities of various nonparametric statistical index numbers, such as the Divisia, to the Poterba and Rotemberg estimated aggregator function under risk. Recently Stock and Feldstein (1994) have drawn further attention to the importance of risk by finding possible empirical gains from incorporating risky stock and bond mutual funds within weighted monetary aggregates, although Stock and Feldstein, unlike Poterba and Rotemberg, do not base their analysis upon formal aggregation theory.

An initial step in the direction of Euler equation estimation of technology in the financial sector with internally consistent nested monetary aggregation was taken by Barnett and Zhou (1994a). However their paper, which concentrated on the aggregation problem, introduced little
dynamics into the decision of the commercial banks that they modeled. We introduce capital
dynamics through Tobin's Q. We also introduce the concept of Euler equation estimation with
nested monetary input aggregation into the literature on manufacturing firm modeling. The
importance of investigating money demand function properties separately across sectors,
including the manufacturing firm sector, has been emphasized in Drake and Chrystal (1994).

2. Financial Intermediaries

One of the recent approaches to modeling financial intermediaries is to model them as
profit maximizing neoclassical multiproduct firms, which produce financial services, such as
demand deposits and time deposits, as outputs by employing financial and non financial factors
as inputs. Early work that used this approach was based on the assumption of perfect certainty.
Zhou (1994a) extended this approach to the case of uncertainty. In this paper we extend Barnett
and Zhou's model by introducing capital accumulation and by relaxing the assumption of "no
retained earnings." We also rigorously nest exact supplied monetary output aggregates within
the transformation function of the financial intermediary, so that supply side monetary
aggregation can be accomplished in a manner that circumvents the Barnett Critique. We derive
and estimate the Euler equations in a manner that circumvents the Lucas Critique.

We view the resulting model as a step in the direction of exploring technological change
and economies of scale and scope in financial intermediation in a manner that is invariant to
central bank policy intervention, and in a manner that can produce inside money aggregates that
are consistent with the theory that produced the policy invariant Euler equations.

2.1. Financial Firm's Production Under Perfect Certainty

We begin with the existing perfect certainty model, which we later extend. Financial
firms produce financial assets through financial intermediation between borrowers and lenders.
firm in a manner that fully incorporates the role of "producer of monetary assets." Under the
assumption of perfect certainty, the financial intermediary is modeled as a conventional
neoclassical firm which maximizes the discounted present value of variable profits subject to a technological constraint in the form of a transformation function. The financial firm produces monetary assets including demand and time deposits as outputs by using monetary goods such as cash and nonmonetary goods such as labor and materials as inputs.

Hancock and Barnett differ in their specifications of the variable profit function. Hancock (1991) specifies the variable profit during period $t$ as follows:

$$
\pi_t = -B_t - \sum_{i=1}^{N_1+N_2} b_i [(1 + h_{i,t-1})y_{i,t-1}P_{t-1} - y_{i,t}P_t]
$$

where $B_t$ is expenditure on variable inputs, $y_{i,t}$ is the real balance of financial good $i$ at time $t$, $y_{i,t}$ is an asset for $i = 1, \ldots, N_1$ and a liability for $i = N_1 + 1, \ldots, N_1 + N_2$, and $h_{i,t}$ is the holding cost on the financial good if it is a liability or revenue per dollar if it is an asset.\(^1\) The indicator variable $b_i = -1$, if the financial service is an asset, and $b_i = 1$, if the financial service is a liability. The general price index is $P_t$. This variable profit function includes both period $t-1$ and period $t$ values of the monetary goods and their respective prices.

In contrast, Barnett (1987) uses only current period variables in his specification of variable profit at the beginning of period $t$. His specification of the present value of period $t$ variable profits at the beginning of the period is

$$
\pi_t = \mu_t'\gamma' - q_t'z_t' - \frac{1}{1+R_t}L_t'w_t - \gamma_0tc_t
$$

\(^1\)The holding cost $h_{i,t}$ is defined as $h_{i,t} = r_{i,t} + k_{i,t}R_t$, where $r_{i,t}$ is the net interest paid on the account. That net interest rate is the actual interest rate after taking into account costs like FDIC insurance paid and benefits like service charges earned. The yield $R_t$ is the portfolio rate of return on the financial firm's assets, and $k_{i,t}$ is the required reserves ratio on the $i$th account type. The required reserves act as an implicit tax on the financial firm, since the required reserves do not earn any interest and the firm could have otherwise invested these funds in interest earning assets.
where $\mu_t$ is the vector of monetary assets produced by the firm, $\gamma_t$ the vector of user cost prices of these monetary assets, $q_t$ and $z_t$ are respectively the quantities of nonmonetary non-labor factor inputs and their prices, $R_t$ is the portfolio rate of return on the financial firm's assets, $L_t$ is quantities of labor inputs, $w_t$ is the corresponding wage rates, $c_t$ is the excess reserves held by the firm, and $\gamma_{0t}$ is the user cost of $c_t$. See Barnett (1987) for the formulas for those user costs. This difference in the specification of the variable profit function causes the discounted capitalized value of the profit stream in their models to differ, but only by a function of initial conditions that are invariant to the firm's setting of its decision variables.²

Another difference between the model specifications of Barnett and Hancock arises in the definition of outputs of the financial firm. Barnett classifies demand and time deposits as outputs, while loans are not classified either as inputs or outputs but rather as dependent functions of other variables under the assumption of no retained earnings. Hancock lets the estimated user costs determine whether a particular monetary good is an input or output. Monetary goods with positive user costs are classified as inputs while those with negative user costs are outputs. This rule leads Hancock to the classification of demand deposits as outputs and time deposits as inputs, in conflict with Barnett's classification. Based on the same rule, loans are classified as outputs since all loan types yield positive net revenue. This classification rule adopted by Hancock does not seem reliable, since it does not fix the inputs and outputs of the financial firm. An asset could be an input for some observations and an output for others. We believe that the difference in classification of time deposits between Barnett and Hancock reflects a difference in their cost of capital data and thereby a difference in their user cost imputations for time deposits.

In our model below, we follow Hancock's specification of the variable profit function, except for minor modifications. However, Barnett's method is followed in defining outputs and inputs. In accordance with this method of defining inputs and outputs, demand deposits and time deposits

²Regarding that invariance result, see Barnett and Zhou (1994b).
deposits are categorized as outputs of the firm, while cash, labor, materials, and capital constitute the firm's inputs in the production process.

### 2.2 Financial Firm's Production Under Uncertainty

Hancock (1985, 1987, 1991), Barnett (1987), and Barnett and Hahm (1994) assume perfect certainty. However, this is not necessarily a reasonable assumption for a financial firm. Risk is an important factor in the decision making of a financial firm. Risk applies not only to future prices and interest rates, but also to current interest rates, since contemporaneous interest rates, which are paid at the end of the period, are not known at the time of decision making. Barnett and Zhou (1994a) derive a model of financial firm behavior under risk and also find the exact monetary services output aggregate.

Barnett and Zhou build a model of a risk-averse financial firm which issues its own liabilities and invests the borrowed funds in primary financial markets. Real resources such as labor and materials are used as factors of production in the creation of accounts providing monetary services. Those created accounts are the liabilities of the firm. The financial firm makes its profits from the interest rate spread between its assets (loans) and its produced liabilities. Rational expectations are assumed.

Variable profits for the financial firm are specified in the form given in equation (2.1).

Portfolio investment during period $t$, $Y_t$, is constrained by total available funds. This constraint is given by:

$$Y_t P_t = \sum_{i=1}^{I} [(1 - k_{i,t}) y_{i,t} P_t] - C_t P_t - \sum_{j=1}^{J} w_{j,t} z_{j,t}$$

(2.3)

where $P_t$ is the general price index, $k_{i,t}$ is the required reserves ratio on the $i$th produced liability, $y_{i,t}$, $C_t$ is the real balance of cash holding during period $t$, and $z_{j,t}$ and $w_{j,t}$ are respectively the quantity of the $j$th real resource used in production in period $t$ and its price. The

---

3 For details refer to Barnett and Zhou (1994a).
above relationship implies that total deposits are allocated to excess reserves, required reserves, and payments for real resources, and the residual is invested in loans. In other words, the financial firm does not have any undistributed retained earnings. This is a stringent assumption, since it implies that the firm does not carry over any part of its earnings from one period to another. The dividend payout ratio is thereby assumed to be 100%, and the nature of the model's dynamics are heavily restricted, as emphasized by Brainard (1994). In the model derived in the next section we modify this constraint by allowing for non zero retained earnings. However, the retained earnings are assumed to be used by the financial firm in the form of capital investment.

In the Barnett and Zhou model, dynamics are further constrained by the assumption that capital is a fixed factor. Since the objectives of their paper were directed at aggregation theoretic explorations in monetary aggregation theory, the dynamics of the model were of only modest importance. But in determining policy invariant structural inferences, as is the objective of this paper, we need to be able to investigate traditional properties of technology. Ignoring variable capital growth and retained earnings is not suitable for such objectives. We now modify Barnett and Zhou's assumption of 100% dividend payout ratio and their assumption that no variable capital factors exist.

2.3. The Model

The theoretical model builds on the ground work set forth by Barnett and Zhou (1994a) in their adaptation and application of Hancock's (1991) specification of the variable profit function. The financial firm uses real resources such as labor, capital and other material inputs, plus monetary input in the form of cash in the production of the services of the produced liabilities. The output of the firm in our application consists of demand deposits and time deposits, which are liabilities to the firm.

Let $Y_t$ be the real balances of the asset (loan) portfolio, $y_{i,t}$ the real balances of the $i$th produced account (liability) type, $C_t$ the real balances of cash holdings, $z_{j,t}$ the quantity of $j$th real input (including labor), and $K_t$ the quantity of capital stock of the financial firm at time $t$. 
In the model, $y_{i,t}$ constitute the outputs of the financial firm, while $C_t$, $z_{j,t}$, and $K_t$ are the inputs. Let $R_t$ be the portfolio rate of return, which is unknown at the beginning of period $t$, and let $h_{i,t}$ be the holding cost per dollar of the $i$th liability. All financial transactions are contracted at the beginning of the period. Interests on the deposits are paid at the end of the period. The cost per unit of the $j$th real input, $w_{j,t}$, is incurred at the beginning of the period. Let $P_{K,t}$ be the cost of capital and $P_t$ be the general price index, which is used to deflate nominal to real terms.

Variable profits (net of investment expenditure), $\pi_t$, at the beginning of period $t$, can be represented by

$$\pi_t = (1 + R_{t-1}) Y_{t-1} P_{t-1} - Y_t P_t + C_{t-1} P_{t-1} - C_t P_t$$
$$+ \sum_{i=1}^{I} [y_{i,t} P_t - (1 + h_{i,t-1}) y_{i,t-1} P_{t-1}] + (1 - \delta) K_{t-1} P_{K,t-1}$$
$$- K_t P_{K,t} - \sum_{j=1}^{J} w_{j,t} z_{j,t} - P_{K,t} I_t$$

(2.4)

The first two terms in the above equation represent the change in variable profits from rolling over the loan portfolio during period $t$. The third and fourth terms represent the change in the nominal value of excess reserves. The fifth term represents the change in the firm's variable profits from the change in the issuance of produced financial liabilities. The next two terms account for the change in $\pi_t$ from the change in the level of capital stocks. The eighth term constitutes payments for real inputs, and the last term is the expenditure on investments.

Portfolio investment, $Y_t$, is constrained by total available funds. The constraint is given by

$$Y_t P_t = \sum_{i=1}^{I} [(1 - k_{i,t}) y_{i,t} P_t] - C_t P_t - \sum_{j=1}^{J} w_{j,t} z_{j,t} - P_{K,t} I_t$$

(2.5)
where \( k_{i,t} \) is the required reserves ratio on the \( i \)th produced liability. Equation (2.5) implies that the total deposits \( \sum_{i=1}^{I} y_{i,t}P_t \) are allocated to required reserves, excess reserves, payment for all real inputs used in production, investment in capital, and investment in loans.

The time to build approach is adopted to model capital dynamics. Capital accumulation based on this approach is given by:

\[
K_t = I_{t-1} + (1 - \delta)K_{t-1}
\]

where the depreciation rate \( \delta \) is a constant and is assumed to be given. Gross investment at time \( t-1, I_{t-1} \), becomes productive only in period \( t \).

Substituting equations (2.5) and (2.6) into equation (2.4) to eliminate investment in loans and investment in capital goods, we get the variable profits at time \( t \) to be

\[
\pi_t = \sum_{i=1}^{I} [(1 + R_{t-1})(1 - k_{i,t-1}) - (1 + h_{i,t-1})]y_{i,t-1}P_{t-1} + k_{i,t}y_{i,t}P_t
\]

\[- R_{t-1}C_{t-1}P_{t-1} - (1 + R_{t-1}) \sum_{j=1}^{J} w_{j,t-1}z_{j,t-1}
\]

\[+ (1 - \delta)(2 + R_{t-1})K_{t-1}P_{K,t-1} - K_t[P_{K,t} + (1 + R_{t-1})P_{K,t-1}]\]

The financial firm maximizes the expected value of the discounted intertemporal utility of its variable profits stream, subject to the firm's technological constraint. The firm's optimization problem is then given by:

\[
\text{Max } \mathbb{E}_t \left[ \frac{1}{s-t} \right]^{s-t} \mathbb{U}(\pi_s) \]

s.t. \( \Omega(y_{1,s}, \ldots, y_{I,s}, c_{s}, z_{1,s}, \ldots, z_{J,s}, K_s) = 0 \quad \forall s \geq t \)
where \( E_t \) is the expectation at time \( t \), \( \mu \) is the subjective rate of time preference, \( U \) is the utility function, \( \pi_s \) is the variable profit at time \( s \), and \( \Omega \) is the transformation function.

The transformation function, \( \Omega \), is convex in its arguments. The derivatives of \( \Omega \) with respect to the inputs and outputs are respectively given by:

\[
\frac{\partial \Omega}{\partial C_s} \leq 0, \quad \frac{\partial \Omega}{\partial K_s} \leq 0, \quad \frac{\partial \Omega}{\partial z_{j,s}} \leq 0 \quad \forall j = 1, \ldots, J \tag{2.9}
\]

and

\[
\frac{\partial \Omega}{\partial y_{i,s}} \geq 0 \quad \forall i = 1, \ldots, I. \tag{2.10}
\]

To derive the Euler equations using the Bellman method, we must select state and control variables in a manner that will transform the decision to be in Bellman form. The financial firm is assumed to behave competitively both in the input and the output markets. Hence \( R_s, P_s, P_{K,s}, k_{i,s}, \) and \( w_{j,s} \) cannot be controlled by the firm. Let \( w_s \) be the vector of all state variables and \( u_s \) be the vector of all control variables during period \( s \). We define the vector \( w_s \) to contain \( y_{i,s-1} \forall i, C_{s-1}, K_{s-1}, R_{s-1}, R_s, k_{i,s}, h_{i,s-1} \forall i, w_{j,s} \forall j, P_{K,s-1}, P_{K,s}, P_{s-1} \), and \( P_s \). We define the vector \( u_s \) to contain \( y_{i,s-1} \forall i, z_{j,s} \forall j \) and \( K_s \). Let \( \Lambda_s \) defined by, \( \Lambda_s = (R_s, k_{i,s}, h_{i,s-1} \forall i, w_{j,s} \forall j, P_{K,s}, P_s) \), be a subset of \( w_s \). We assume that \( \Lambda_s \) follows a first-order Markov process, with transition equations given by the conditional distribution \( F(\Lambda_{s+1}/\Lambda_s) \). Hence the transition equations, which represent the evolution of the state, for the vector of exogenous state variables \( (R_{s-1}, R_s, k_{i,s}, h_{i,s-1} \forall i, w_{j,s} \forall j, P_{K,s-1}, P_{K,s}, P_{s-1}, P_s) \) are implicitly defined by \( F(\Lambda_{s+1}/\Lambda_s) \). The remaining transition equations are defined by the obvious time shifts between some of the elements that appear simultaneously, but with time shifts, in the control and state vectors and by the technological transformation function, \( \Omega \), used to produce the transition equation of the remaining state variable, \( C_{s-1} \). Making these substitutions and changes in notation, it can be shown that the problem now is in Bellman form.\(^4\)

\(^4\)For similar examples of this derivation procedure, see Sargent (1987, ch. 1).
We now specify the utility function, $U$, to be in the class of functions exhibiting Hyperbolic Absolute Risk Aversion (HARA). The HARA class functions can be represented by:

$$U(\pi_t) = \frac{1-\rho}{\rho} \left( \frac{h}{1-\rho} \pi_t + d \right)^{\rho}$$  \hspace{1cm} \text{(2.11)}

where $\rho$, $h$ and $d$ are parameters to be estimated.

Using Bellman's method and the Benveniste and Scheinkman equation, we obtain the following set of Euler equations:

$$E_t \left\{ \frac{\partial U}{\partial \pi_t}(\pi_t)k_{i,t}P_t + \frac{1}{1+\mu} \frac{\partial U}{\partial \pi_t}(\pi_{t+1})P_t \left[ R_t \frac{\partial \Omega/\partial y_{i,t}}{\partial \Omega/\partial C_t} + [(1+R_t)(1-k_{i,t})-(1+h_{i,t})] \right] \right\} = 0$$

$\forall y_{i,t}, i = 1,...,I.$  \hspace{1cm} \text{(2.12)}

$$E_t \left\{ \frac{\partial U}{\partial \pi_t}(\pi_{t+1}) \left[ R_{t+1}P_t \frac{\partial \Omega/\partial z_{j,t}}{\partial \Omega/\partial C_t} - (1+R_t)w_{j,t} \right] \right\} = 0$$

$\forall z_{j,t}, j = 1,...,J.$  \hspace{1cm} \text{(2.13)}

$$E_t \left\{ \frac{\partial U}{\partial \pi_t}(\pi_t)P_{K,t} + (1+R_{t-1})P_{K,t-1} \right\}$$

$$- \frac{1}{1+\mu} \frac{\partial U}{\partial \pi_t}(\pi_{t+1}) \left[ R_tP_t \frac{\partial \Omega/\partial K_t}{\partial \Omega/\partial C_t} + (1-\delta)(2+R_t)P_{K,t} \right] \right\} = 0$$

$$\forall K_{t}, \delta = 0.05.$$  \hspace{1cm} \text{(2.14)}

where \( \frac{\partial U}{\partial \pi_t} = h \left( \frac{h}{1-\rho} \pi_t + d \right)^{\rho-1} \)

(2.15)

Since closed form algebraic solutions rarely exist for Euler equations, we can solve only numerically for \((y_{1,t},...,y_{I,t},C_{t},z_{1,t},...,z_{J,t},K_{t})\) from the system of Euler equations and the transformation function, $\Omega$. The parameter estimation can be done through the estimation of
Euler equations under rational expectations by using Hansen and Singleton's Generalized Methods of Moments (GMM) estimation.

2.4 Output Aggregation

The financial firm's outputs consist of demand deposits and time deposits. The financial firm's output of demand and time deposits are important in determining the level of inside money in the economy. In this section, we find the aggregation-theoretic exact quantity output aggregate that measures the firm's produced service flow. Relative to the money markets, our aggregation in this case is on the supply side. In a later section below, when we investigate monetary service factor demand by nonfinancial manufacturing firms, we will be producing demand side monetary aggregates, as also is relevant to consumer demand for monetary services.

Generating the exact quantity aggregate consists of first identifying the components over which aggregation is admissible and then determining the aggregator function defined over the identified components. The first step determines the existence of an exact aggregate, and the second step produces that aggregate in the manner that is consistent with microeconomic theory. The second step cannot be applied unless the first step succeeds in identifying the existence of an admissible cluster of components. The condition for the existence of an admissible component group is blockwise weak separability. In accordance with the definition of weak separability, a component grouping is admissible if and only if the group can be factored out of the rest of the economy’s structure through a subfunction. Then the economic structure can be represented in the form of a composite function, with the goods in the separable block being the only goods in the inner function of the structure. If this condition is satisfied, an exact quantity aggregate exists over the goods in the block, and the aggregator function that produces the exact quantity aggregate over those goods is the inner ("category") function itself. Without weak separability, no such inner function exists and hence no aggregate exists.

\[\text{blockwise weak separability}\]

For details, refer to Barnett (1980).
Let \( y = (y_1, ..., y_t)' \) be the firm's output vector, and let \( x = (z_1, ..., z_J)' \) be the input vector, so that transformation function can be written as \( \Omega(y, x) = 0 \). An exact supply side aggregate exists over all of the firm's outputs if and only if \( y \) is weakly separable from \( x \) within the function \( \Omega \). In accordance with the definition of weak separability, there then exist two functions \( H \) and \( y_0 \) such that

\[
\Omega(y, x) = H(y_0(y), x),
\]

where the output aggregator function, \( y_0(y) \), is a convex function of \( y \).\(^6\) Although weak separability alone is sufficient for the existence of an aggregate, a considerable (although unnecessary) simplification is available if we also assume that \( y_0(y) \) is linearly homogeneous in \( y \).\(^7\)

The weak separability condition on functional structure is equivalent to the following restriction:\(^8\)

\[
\frac{\partial}{\partial x_k} \left( \frac{\partial \Omega(y, x)/\partial y_i}{\partial \Omega(y, x)/\partial y_j} \right) = 0 \quad i \neq j.
\]

If we can test for weak separability of the transformation function and then estimate the resulting aggregator function \( y_0(y) \), we obtain the econometrically estimated exact output aggregate. The related literature on statistical index numbers, such as Divisia and Laspeyres, seeks to produce nonparametric approximations that can track the level of \( y_0(y) \) over time without the need to estimate the parameters of the aggregator function \( y_0 \) itself.

In this paper the econometric estimate of the aggregator function is obtained by estimating the Euler equations using the generalized method of moments (GMM) technique.

\(^6\)This property of the aggregator function is explained in Barnett (1987).

\(^7\)If the function \( y_0 \) is not assumed to be linear homogeneous, then the aggregator function is no longer \( y_0 \) but rather becomes the distance function. The growth rate of the distance function is equal to that of \( y_0 \) only under the assumption of linear homogeneity, so that our use of \( y_0 \) as the aggregator function under the assumption of linear homogeneity is a strictly nested special case of the more general result, which is straightforward and will not be considered further in this paper. See Barnett (1980) for details.

\(^8\)See Leontief (1947a, 1947b).
2.5 Testing for weak separability

The conventional parametric approach to testing weak separability is adopted in this paper, since weak separability is a strictly nested null hypothesis within our parametric specification of technology. To minimize the biases that can be produced from specification error, we use a flexible functional form for technology.\(^9\) Unfortunately flexible functional forms need not satisfy the regularity conditions imposed by economic theory, including the monotonicity and curvature conditions. Hence we must consider methods for testing and imposing those conditions, at least locally, as well as methods for testing and imposing global blockwise weak separability of the technology in its outputs. For existence of aggregator functions, the weak separability must be global. Hence we must test and impose weak separability globally. We use the Generalized McFadden functional form to specify the technology of the firm. That specification, which also was used in the case of stochastic choice by Barnett and Zhou (1994a), was originated by Diewert and Wales (1991), who also originated the Generalized Barnett functional form. That latter model was applied by Barnett and Hahm (1994) in the perfect certainty case, but has not yet been adapted to the case of stochastic choice.

We assume that the transformation function, \(\Omega\), is linearly homogeneous. Instead of specifying the form of the full transformation function \(\Omega\), and then imposing weak separability in \(y\), we directly impose weak separability by specifying \(H(y_0, x)\) and \(y_0(y)\) separately\(^{10}\). The specification for \(\Omega\) is then obtained by substituting \(y_0(y)\) into \(H(y_0, x)\). Since \(y_0(y)\) and \(H(y_0, x)\) are both specified to be flexible, the full technology \(\Omega\) is flexible, subject to the separability restriction.

The function \(H\) is specified to be the symmetric generalized McFadden functional form.

\(^{9}\)The form of flexibility that we use is called Diewert-flexibility or second-order flexibility. See Barnett (1982) for the definition and its connection with other definitions of parametric flexibility. The newer concept of global or Sobolev flexibility (see Barnett, Geweke, and Wolfe (1991a,b)) is beyond the scope of this paper.

\(^{10}\)For the more general form of the model which does not include the imposition of weak separability, refer to Barnett and Zhou (1994a).
\[ H(y_0, x) = a_0 y_0 + a' x + \frac{1}{2} [y_0, x'] \begin{bmatrix} y_0 \\ x \end{bmatrix} \begin{bmatrix} y_0 \\ x \end{bmatrix}' \frac{1}{\alpha' x}, \]  

\[ (2.16) \]

where \( \alpha' x \neq 0 \), and \( a_0, a' = (a_1, \ldots, a_n) \), and \( \bar{A} \) are parameters to be estimated. The matrix \( \bar{A} \) is \((n + 1) \times (n + 1)\) and symmetric. The vector \( \alpha' = (\alpha_1, \ldots, \alpha_n) \) contains all fixed nonnegative constants, which are chosen by the researcher. The matrix \( \bar{A} \) is partitioned as follows:

\[ \bar{A} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A \end{bmatrix}, \]

where \( A_{11} \) is a scalar, \( A_{12} \) is a \( 1 \times n \) row vector, \( A_{21} \) is an \( n \times 1 \) column vector, and \( A \) is an \( n \times n \) symmetric matrix. Since \( \bar{A} \) is symmetric, we have \( A_{12} = A_{21}' \).

Let \((y_0^*, x^*) \neq 0\) be the chosen point about which the functional form is locally flexible. Within the class of linearly homogeneous transformation functions, the specification given above is not parsimonious, and hence we can impose further restrictions on the model without losing local flexibility.\(^{11}\) We impose the following restrictions, which reduces the number of free parameters in our specification to the minimum required number to maintain local flexibility.

\[ \alpha' x^* = 1, \]  
\[ (2.17) \]
\[ A_{11} y_0^* + A_{12} x^* = 0, \]  
\[ (2.18) \]
\[ A_{12} y_0^* + A x^* = 0_n, \]  
\[ (2.19) \]

Solving (2.18) and (2.19) for \( A_{11} \) and \( A_{12} \), and then substituting into (2.19) results in

\(^{11}\) A flexible functional form is parsimonious, if it has the minimum number of parameters needed to maintain flexibility. Diewert and Wales (1988) show that a parsimonious specification of a flexible functional form, which provides second order approximation to any arbitrary function with \( n \) variables, must have \( 1 + n + n(n+1)/2 \) free parameters.
\[ H(y_0, x) = a_0 y_0 + a' x + \frac{1}{2} (\alpha' x)^{-1} x' A x \]
\[ - (\alpha' x)^{-1} x' A (y_0 / y_0^*) + \frac{1}{2} (\alpha' x)^{-1} x' A (y_0 / y_0^*)^2, \]

which is flexible at \((y_0^*, x^*)\).\(^{12}\)

The aggregator function \(y_0(y)\) is specified as:
\[ y_0(y) = b' y + \frac{1}{2} y' B y / \beta' y. \]  

where \(b' = (b_1, \ldots, b_m)\) and the \(m \times m\) symmetric matrix \(B\) contain the parameters to be estimated, while \(\beta' = (\beta_1, \ldots, \beta_m)\) is the vector of fixed nonnegative constants chosen by the researcher. As similarly done above with \(H\), we can impose the following restrictions without losing local flexibility:

\[ \beta' y^* = 1, \]
\[ y_0^* = b' y^* \]
\[ B y^* = 0_m \]

Substituting (2.21) into (2.20), we get the following flexible functional form for \(\Omega(y, x)\), which satisfies the weak separability condition
\[ \Omega(y, x) = H(y_0(y), x) \]
\[ = a_0 \left( b' y + \frac{1}{2} (\beta' y)^{-1} y' B y \right) + a' x + \frac{1}{2} (\alpha' x)^{-1} x' A x \]
\[ - (y_0^* \alpha' x)^{-1} x' A \left( b' y + \frac{1}{2} (\beta' y)^{-1} y' B y \right) \]
\[ + \frac{1}{2} \left( y_0^* \alpha' x \right)^{-1} x' A \left( b' y + \frac{1}{2} (\beta' y)^{-1} y' B y \right)^2. \]  

The neoclassical curvature conditions require \(\Omega(y, x)\) and \(y_0(y)\) to be convex functions. Monotonicity requires that \(\partial \Omega / \partial y \geq 0\) and \(\partial \Omega / \partial x \leq 0\). Convexity of \(H(y_0, x)\) and \(y_0(y)\)

---

\(^{12}\)See Diewert and Wales (1987) for the proof of flexibility.
requires the matrices $A$ and $B$ to be positive semidefinite\(^{13}\). Global convexity of $\Omega(y, x)$ further requires the condition

$$\frac{\partial H(y_0, x)}{\partial y_0} \geq 0. \quad (2.26)$$

Positive semidefiniteness of the matrices $A$ and $B$ can be imposed without loss of flexibility by substituting

$$A = qq' \quad (2.27)$$

and

$$B = uu', \quad (2.28)$$

where $q$ is an $n \times n$ lower triangular matrix and $u$ is an $m \times m$ lower triangular matrix.

The method of squaring technique can be used to obtain local monotonicity of $\Omega(y, x)$ at $(y^*, x^*)$. The first derivatives of $\Omega(y, x)$ are

$$\frac{\partial \Omega}{\partial y} = a_0 \left[ b + \frac{1}{2} \left( 2(\beta'y)^{-1}By - (\beta'y)^{-2}\beta'yBy \right) \right]$$

$$- (y_0^*\alpha'x)^{-1}x^*Ax \left[ b + \frac{1}{2} \left( 2(\beta'y)^{-1}By - (\beta'y)^{-2}\beta'yBy \right) \right]$$

$$+ (y_0^2\alpha'x)^{-1}x^*Ax \left[ b + \frac{1}{2} \left( 2(\beta'y)^{-1}By - (\beta'y)^{-2}\beta'yBy \right) \right] \left[ b'y + \frac{1}{2}(\beta'y)^{-1}y'By \right] \quad (2.29)$$

$$\frac{\partial \Omega}{\partial x} = a + \frac{1}{2} \left( 2(\alpha'x)^{-1}Ax - (\alpha'x)^{-2}\alpha'Ax \right) -$$

$$- \left[ (y_0^*\alpha'x)^{-1}Ax - (y_0^*\alpha'x)^{-2}y_0^*\alpha'Ax \right] \left[ b'y + \frac{1}{2}(\beta'y)^{-1}y'By \right]$$

$$- \frac{1}{2}(y_0^2\alpha'x)^{-2}y_0^2\alpha'Ax \left[ b'y + \frac{1}{2}(\beta'y)^{-1}y'By \right]^2 \quad (2.30)$$

At $(y^*, x^*)$ the value of the derivatives reduces to

\(^{13}\)See Diewert and Wales (1987).
\[ \frac{\partial \Omega}{\partial y} = a_0 b \]  
\[ \frac{\partial \Omega}{\partial x} = a. \]  

(2.31) and 

(2.32)

Imposing monotonicity on (2.31) and (2.32) results in

\[ \frac{\partial \Omega}{\partial y}(y^*, x^*) = a_0 b \geq 0 \]  
\[ \frac{\partial \Omega}{\partial x}(y^*, x^*) = a \leq 0 \]  

(2.33)

The transformation function \( \Omega(y, x) \) defined by (2.25) and restricted to satisfy equations (2.17), (2.22)-(2.24), (2.26)-(2.28), and (2.33) is flexible, locally monotone at \((y^*, x^*)\) and globally regular, subject to the weak separability condition. Local monotonicity is verified empirically at each point within the data.

Testing for weak separability and estimating the parameters of the transformation function can be done by Hansen and Singleton's generalized method of moments (GMM) method. Substituting the functional form given by equation (2.25) into the system of Euler equations, we obtain the structural model, which is a system of integral equations. The GMM estimator of the parameters of such a nonlinear rational expectations system is asymptotically efficient and normally distributed under very weak conditions\(^{14}\). We test for weak separability using Hansen's asymptotic \( \chi^2 \) statistic to test for no overidentifying restrictions. Since equation (2.25) was derived after imposing weak separability, (2.25) can be substituted into the Euler equations to impose the null hypothesis of weak separability. If the test of no overidentifying restrictions is rejected, then we reject the null hypothesis of weak separability. That rejection in turn would imply that no aggregator function exists over all of the outputs of the firm.

\(^{14}\)For proof, see Hansen (1982), and for detailed discussion of GMM estimation, see Hansen (1982), Hansen and Singleton (1982), and Newey and West (1987).
2.6. Empirical Application

We apply our approach to estimating the technology of commercial banks. The outputs of that aggregated financial firm in our application consist of demand deposits and time deposits.\textsuperscript{15} Demand deposits and time deposits account for the major portion of the fund-providing functions of the bank's balance sheet\textsuperscript{16}. The inputs used in the production process include both financial and nonfinancial inputs. The financial input in the form of cash is excess reserves. The nonfinancial inputs includes labor, materials, and physical capital. The output vector is given by $y' = (D_t, T_t)$ and the input vector is $x' = (C_t, L_t, M_t, K_t)$, where $D_t$ is demand deposits, $T_t$ is time deposits, $C_t$ is excess reserves, $L_t$ is labor input, $M_t$ is material inputs, and $K_t$ is capital.

In our empirical application we use the power utility function, which is a nested special case of the general class of HARA utility functions, $U(\pi_t)$, given by equation (2.11). We use this simplification, since the available sample size does not permit the use of the more general form. The power utility function is obtained by setting $\alpha = 0$, and by imposing the restriction $0 < \rho < 1$, in equation (2.11). The power utility function is then represented by:

$$U(\pi_t) = \frac{\pi_t^\rho}{\rho}$$

and the derivative of $U(\pi_t)$ is given by

$$\frac{\partial U(\pi_t)}{\partial \pi_t} = \pi_t^{\rho-1}$$

Using equations (2.12) - (2.14) and equation (2.35), the Euler equations are

\textsuperscript{15}As shown in Debreu (1959), perfect competition alone is a sufficient condition for the existence of a representative firm. Since we are assuming perfect competition in this paper, no additional assumptions are implicit in our use of a representative neoclassical firm to model aggregate banking behavior.

\textsuperscript{16}Demand deposits and time deposits \`\`occupy almost 80% of total portfolio activities of the average financial firm" (Barnett and Hahm (1994)).
\( E_t \left\{ \pi_t t \rho^{-1} k_{1,t} P_t + \frac{1}{1+\mu} P_t (\pi_{t+1})^{-1} \left[ R_t \frac{\partial \Omega}{\partial D_t} \left[ \frac{1}{1+R_t}(1-k_{1,t})-(1+h_{1,t}) \right] \right] \right\} = 0 \)  \( (2.36) \)

\( E_t \left\{ \pi_t t \rho^{-1} k_{2,t} P_t + \frac{1}{1+\mu} P_t (\pi_{t+1})^{-1} \left[ R_t \frac{\partial \Omega}{\partial T_t} \left[ (1+R_t)(1-k_{2,t})-(1+h_{2,t}) \right] \right] \right\} = 0 \)  \( (2.37) \)

\( E_t \left\{ \pi_{t+1} t \rho^{-1} \left[ R_t P_t \frac{\partial \Omega}{\partial L_t} -(1+R_t)w_{1,t} \right] \right\} = 0. \)

\( E_t \left\{ \pi_{t+1} t \rho^{-1} \left[ R_t P_t \frac{\partial \Omega}{\partial M_t} -(1+R_t)w_{2,t} \right] \right\} = 0. \)  \( (2.39) \)

\[ E_t \left\{ \pi_t \rho^{-1} \left[ P_{K,t} + (1+R_{t-1})P_{K,t-1} \right] \right\} + \frac{1}{1+\mu} (\pi_{t+1})^{-1} \left[ R_t P_t \frac{\partial \Omega}{\partial K_t} \right] + (1-\delta)(2+R_t)P_{K,t} \right\} = 0 \)  \( (2.40) \)

where \( h_{1,t} \) and \( h_{2,t} \) are respectively the holding costs of demand deposits and time deposits, \( k_{1,t} \) and \( k_{2,t} \) are respectively the required reserves ratio on demand and time deposits, and \( w_{1,t} \) and \( w_{2,t} \) are respectively the prices of labor and material inputs. The derivatives of \( \Omega \) with respect to the various inputs and outputs are given by equations (2.29) and (2.30).

Before using Hansen's \( \chi^2 \) statistic to test for weak separability in outputs, we have to choose the fixed constants and the center of local approximation. We choose \( y_0^* = 1, \quad y_1^* = (1,1), \quad \text{and } x_0^* = (1,1,1,1) \) as the center of approximation. To locate the center within the interior of the observations, we rescale the data about the midpoint observation so that the rescaled data becomes \( x_i^t = x_i^t / x_i^{t*} \) for \( i = 1, 2, 3, 4 \) and \( y_i^t = y_i^t / y_i^{t*} \) for \( i = 1, 2 \), where \( t^* \) is the midpoint observation. Each price vector is correspondingly rescaled by multiplying by the midpoint observation. This rescaling of prices leaves the dollar expenditure on various goods unaffected by the rescaling of the corresponding quantity.

The fixed nonnegative constants are chosen such that
\[ \alpha_i = \frac{\bar{x}_i}{\sum_j \bar{x}_j} \quad \forall i = 1, 2, 3, 4 \]  
\hfill (2.41) 

and 
\[ \beta_i = \frac{\bar{y}_i}{\sum_j \bar{y}_j} \quad \forall i = 1, 2. \]  
\hfill (2.42) 

where \( \bar{x}_i \) and \( \bar{y}_i \) are the sample means of \( \bar{x} \) and \( \bar{y} \) respectively. The \( \alpha_i \) and \( \beta_i \) thus chosen satisfy restrictions (2.17) and (2.22) respectively.

Equation (2.23) implies \( b_1 + b_2 = 1 \), which is imposed through the substitution \( b_1 = 1 - b_2 \). There are also inequality restrictions to be imposed. The monotonicity condition (2.33) implies \( b_i \geq 0 \) for \( i = 1, 2 \), and hence from equation (2.23) we also have \( b_i \leq 1 \) \( \forall i = 1, 2 \). Combining these two conditions and the mathematical identity \( \sin^2 \theta + \cos^2 \theta = 1 \), we have the substitution \( b_1 = \sin^2 \theta \), and \( b_2 = \cos^2 \theta \), where the parameter \( \theta \) must now be estimated.

We further normalize \( a_0 = 1 \), since \( \Omega(y,x) = 0 \). The monotonicity condition (2.33) implies that \( a_i \leq 0 \) for \( i = 1, 2, 3, 4 \). We impose that restriction by replacing \( a_i \) by \( -\tilde{a}_i^2 \) for \( i = 1, 2, 3, 4 \), and estimating \( \tilde{a}_i \). The convexity conditions are imposed by replacing the matrices \( A \) and \( B \) by the matrices \( qq' \) and \( uu' \) respectively, where the lower triangular matrices \( q \) and \( u \) are given by

\[
q = \begin{bmatrix}
q_{11} & 0 & 0 & 0 \\
q_{21} & q_{22} & 0 & 0 \\
q_{31} & q_{32} & q_{33} & 0 \\
q_{41} & q_{42} & q_{43} & q_{44}
\end{bmatrix} \quad \text{and} \quad u = \begin{bmatrix}
u_{11} & 0 \\
u_{21} & u_{22}
\end{bmatrix}. \]  
\hfill (2.43) 

Equation (2.24) implies

\[
\begin{bmatrix}
u_{11} & 0 \\
u_{21} & u_{22}
\end{bmatrix} \begin{bmatrix}
u_{11} & u_{21}
\end{bmatrix} \begin{bmatrix}1 \\
\end{bmatrix} = \begin{bmatrix}0 \\
\end{bmatrix},
\]  
\hfill (2.44) 

which, when solved, produces the restrictions \( u_{22} = 0 \) and \( u_{21} = -u_{11} \).
These relationships reduce the matrix \( B \) to

\[
B = u_1^2 \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}
\]

Following these substitutions, the parameters that remain to be estimated within technology are \( \theta, u_{11}, q, \), and \( \tilde{a} = (\tilde{a}_1, \tilde{a}_2, \tilde{a}_3, \tilde{a}_4) \). In addition the subjective rate of time discount \( \mu \) and the risk aversion parameter \( \rho \) must be estimated.

The data used for estimating the model was mainly obtained from the Federal Reserve Bank Functional Cost Analysis (FCA) Program. Data on the National Average Banks for the years 1966-1992 was used in the estimation. Labor inputs consist of two groups: managerial and non-managerial. Data on expenditure and quantity for the two categories of labor were obtained from FCA. Material inputs are divided into three categories: printing and stationery, telephone and telegraph, and postage, freight and delivery. Physical capital is made up of structures (bank buildings), furniture and equipment, and computers. Data on expenditure on the various types of material inputs and physical capital were obtained from the FCA, while the corresponding price indices were obtained from the *Survey of Current Business*. A quantity aggregate and the corresponding price aggregate must be constructed for each of the three nonfinancial inputs\(^{17}\).

Data on the nominal quantity of demand deposits and time deposits, net interest rate on demand deposits and time deposits, and the bank's portfolio rate of return were obtained from the FCA\(^ {18} \) data set. The required reserves ratio was obtained from the Federal Reserve *Bulletin*.

\(^{17}\) For details on data and data construction, refer to Hancock (1991) and Barnett and Hahm (1994). If data on expenditure and price for the individual categories of each input are available, we first construct the Divisia price aggregate and then find the corresponding quantity aggregate using Fisher's factor reversal test. If on the other hand we have data on expenditure and quantity, we first construct the Divisia quantity aggregate and then find the corresponding price aggregate.

An alternative data source is the Call Report Data. However that data base is very expensive, and we did not feel that the cost was warranted for the objectives of this particular project. In later research on economies of scale and scope, we do believe that the Call Report Data will be needed.

\(^{18}\) Net interest rate is the interest paid on the deposit plus FDIC insurance premium paid minus service charges earned.
Nominal dollar balances of all financial goods were converted to real balances by deflating the nominal balances using Fisher's ideal price index\textsuperscript{19}.

### 2.7. Results

The parameter estimates were obtained by estimating the system of Euler equations ((2.36)-(2.40)) using the GMM estimation procedure on mainframe TSP (version 7.02). This estimation process allows for heteroskedasticity and autocorrelation in the disturbance terms. We specified a second order moving average serial correlation. Bartlett kernels were specified for the kernel density. Discount window rate, federal funds rate, composite bond rate, lagged value of excess reserves, lagged value of the Fisher ideal price index, and constant were chosen as instruments. In the estimation, to ensure that $0 < \rho < 1$, we replace $\rho$ by $\sin^2(\hat{\rho})$ and estimate $\hat{\rho}$. Similarly, to rule out possibility of getting negative values for the subjective rate of time preference, $\mu$, we replace $\mu$ by $\tilde{\mu}^2$ and estimate $\tilde{\mu}$.

As is evident from Table 2.1, the precision of the GMM estimates of the parameters of financial firm technology is extremely high for all of the parameters in the aggregator function $z_0(z)$. Figures 2.1 and 2.2 display the levels and growth rates of the estimated theoretical aggregate, the simple sum index, and the Divisia index. Clearly the estimated theoretical and Divisia indices move closely together, while the simple sum aggregate tracks less well.

The estimated exact aggregate depends upon our choice of estimated aggregator function, but was estimated in a manner that permits risk. The Divisia index on the other hand does not depend upon the form of the aggregator function, but is derived under the assumption of perfect certainty. However, the damage to its tracking ability from risk has been shown in other research to become significant only when the degree of risk and of risk aversion are very high. Evidently the degree of risk and of risk aversion were not sufficiently large to do much damage.

\textsuperscript{19}The Fisher ideal price index is used as a proxy for the true cost of living index. The Fisher ideal price index is equal to the geometric mean of the Laspeyres and Paasche index, where we approximate the former from Bureau of Labor Statistic's consumer price index (CPI) and the latter from Commerce Department's GDP implicit price deflator (IPD). Data on the CPI and IPD are from the Citibank Database.
to the tracking ability of the Divisia index. The violations of regularity reported in the footnote of Table 2.1 were few and did not seem to be a serious problem in modeling bank behavior.

We tested weak separability of monetary assets from the other variables in technology. We ran that test using Hansen's $\chi^2$ test for no overidentifying restrictions in the model with weak separability imposed through the structure of the model. The test statistic is $\Phi=\frac{TQ}{e-f}$, where $T=25$ is the sample size and $Q=0.36$ is the value of the objective function in the GMM estimation. The test statistic is distributed as a $\chi^2$ with $e-f=7$ degrees of freedom, where $e$ is the number of orthogonality conditions and $f$ is the number of parameters. The calculated test statistic is 9, and the critical value at the 10% level of significance is 12.02. Hence we cannot reject the hypothesis of weak separability of monetary assets. That weak separability condition is the existence condition for an economic monetary aggregate.

3. Manufacturing Firms

As discussed above, the supply side model produced in section 2 is an extension of the model previously produced and estimated by Barnett and Zhou (1994a), and an analogous model on the consumer demand side has been produced and estimated by Poterba and Rotemberg (1987) and by Barnett, Hinich, and Yue (1991). But this modern approach to modeling, with nested demand-side monetary aggregator functions and GMM estimation of Euler equations, has not previously been attempted. However, in the perfect certainty case, relevant theory is available in Barnett (1987) and a positive contribution to dynamic modeling of firm demand for money, although without nested exact quantity aggregation, has been made by Robles (1993). The potential importance of this under-researched area has been emphasized by Drake and Chrystal (1994). We now provide a model of a manufacturing firm that employs a monetary asset portfolio as inputs. We assume rational expectations under risk, and we investigate the existence of an exact aggregation-theoretic monetary asset input aggregate.

There is no unanimous agreement among economists about the specific role that money plays in the production process. But regardless of the explicit role of money in the operation of a manufacturing firm, a derived production function always exists that absorbs that motive into
the firm's technology, even if no direct role exists for money inside the factory's production activities.\textsuperscript{20} When we enter the monetary asset portfolio into the firm's technology as factors of production, the technology should be understood to be that derived technology of the firm, and not necessarily the physical technology of the factory.

3.1 The Model

Our model is based on Barnett's (1987) monetary aggregation-theoretic approach, extended to include uncertainty and capital accumulation. Perfect competition in all markets and risk neutrality of the firm are assumed. The objective of the firm is to maximize the expected discounted value of its future variable profit flow, subject to its technology. The firm uses \( L_t \) real units of labor, \( K_t \) real units of capital goods, a vector \( \mathbf{\varepsilon}_t \) of monetary assets, and a vector \( \mathbf{x}_t \) of other variable inputs as factors of production in producing a vector \( \mathbf{y}_t \) of real output quantities during period \( t \). The firm's technology is given by the transformation function:

\[
\Omega(y_{1t}, \ldots, y_{It}, L_t, K_t, x_{1t}, \ldots, x_{Nt}, \varepsilon_{1t}, \ldots, \varepsilon_{Jt}) = 0
\]  

(3.1)

The transformation technology \( \Omega \) is assumed to be convex in its arguments in accordance with the properties of a neoclassical transformation function. In addition, the following monotonicity conditions hold:

\[
\frac{\partial \Omega}{\partial y_{it}} \geq 0, \quad \forall i = 1, \ldots, I,
\]

\[
\frac{\partial \Omega}{\partial x_{nt}} \leq 0, \quad \forall n = 1, \ldots, N,
\]

\[
\frac{\partial \Omega}{\partial \varepsilon_{jt}} \leq 0, \quad \forall j = 1, \ldots, J,
\]

\[
\frac{\partial \Omega}{\partial L_t} \leq 0 \quad \text{and} \quad \frac{\partial \Omega}{\partial K_t} \leq 0.
\]  

(3.2)

\textsuperscript{20}It is with respect to that derived technology that Fischer (1974) concluded that "there is a well-defined sense in which real money balances may be said to be a factor of production". Fischer illustrates that conclusion with two types of models: a Baumol-Tobin inventory model, in which the firm holds real balances because it is cheaper to hold them temporarily than to buy bonds, and a vending machine model in which it is expensive for the firm to be short of cash. A reinterpretation of the Baumol-Tobin model by regarding transaction costs as costs of hiring labor brings in an interaction between production and financial decisions of the firm and justifies putting money as an input factor in the production function.
Let $y_{i\ell t}$ be the $i$th real output component with a price $p_{\ell t}^{y_i}$, where $i = 1, \ldots, I$, $x_{nt}$ be the $n$th variable input with a price $p_{\ell t}^{x_n}$, where $n = 1, \ldots, N$, and $w_{t}$ be the wage rate of labor $L_t$, which is paid at the end of the period. The $j$th component of the real balances of monetary assets, held by the firm in period $t$ is $\varepsilon_{jt}^r$, where $j = 1, \ldots, J$. Real balances $\varepsilon_t$ are defined to equal nominal balances divided by $p_t^*$, the true cost of living index. The return on holding nominal money balances of type $j$ is $r_{jt}$ and is paid to the firm at the end of the period.

As the firm operates over time, it retains part of the earnings and uses them to finance its expansion and development. It is assumed that there exist markets for new and used capital. Capital accumulation is given by:

$$K_t = (1 - \delta)K_{t-1} + I_t$$

where $I_t$ is gross investment and $\delta$ is the physical depreciation rate of capital. Investment becomes productive instantaneously, but capital installation is costly to the firm. Thus the total costs of purchasing and installing $I_t$ are given by $p_t^1[I_t + C(I_t)]$ where $p_t^1$ is the price of capital goods and $C(I_t)$ is a convex function, representing the costs of adjustment associated with installing capital.\(^{21}\)

Extending Barnett's (1987, eq. 4.3) formula to include q theory capital dynamics, the firm's variable profits during period $t$ are:

$$\pi_t = \sum_i y_{i\ell t}p_{\ell t}^{y_i} - \sum_n x_{nt}p_{\ell t}^{x_n} - w_{t-1}L_{t-1} + \sum_j \left[\left(t + r_{jt-1}\right)p_{t-1}^*\varepsilon_{jt-1} - p_{t-1}^*\varepsilon_{jt}\right] - p_t^1[I_t + C(I_t)]$$

where

$$I_t = K_t - (1 - \delta)K_{t-1}$$

The first term represents revenues from production during period $t$. The second term is the cost of other variable inputs $x_{nt}$, which is paid out at the beginning of the period. The third term

\(^{21}\)See section 2 regarding common specifications for the cost of adjustment function. Note that our notation for the price of capital differs from that used in section 2. We here use the superscript $I$ in the role used by $K$ in section 2, since we shall wish to reserve the notation $p_t^K$ below for the user cost price of capital services.
represents costs of labor supplied during the previous period, but paid its wage at the end of that period. As in section 2, the end of one period is assumed to coincide with the start of the next period, since time intervals are assumed to be closed on the left and open on the right. The fourth term in the equation represents the flow of funds from rolling over the firm's portfolio of monetary assets, where the first part of the term is the nominal value of the monetary asset portfolio, available at the beginning of the period as a result of last period holdings. The last term is the total cost of purchasing and installing capital during the period.

Summing over each period's discounted profit flow and substituting (3.5) into (3.4) to eliminate $I_t$, we obtain the intertemporal profit flow function:

$$\Pi_t = \sum_{s=t}^{\infty} \frac{1}{\mu_s} \pi_s$$

$$= \sum_{s=t}^{\infty} \frac{1}{\mu_s} \left\{ \sum_i y_i \frac{p_s}{\mu_s} - \sum_n x_n \frac{p_s}{\mu_s} - w_s L_s + \sum_j \left[ (1 + r_{js}) \frac{p_{s-1}}{\mu_s} \epsilon_{js} - p_s \epsilon_{js} \right] + \sum_{j} \left[ \frac{r_{js}}{\mu_s} - \frac{1}{\mu_s} \right] p_s^{*} \right\}$$

$$- \frac{p_s}{\mu_s} [K_s - (1 - \delta)K_{s-1} + C]$$

(3.6)

where $\mu_s$ is a discount factor, defined as

$$\mu_s = \begin{cases} 1 & \text{when } s = t \\ \prod_{a=t}^{s-1} (1 + R_a) & \text{when } s > t \end{cases}$$

and $R_a$ is the rate of return on the firm's capital.

Regrouping the terms with common time subscripts in (3.6) gives the following form of the intertemporal profit flow function:

$$\Pi_t = \sum_{s=t}^{\infty} \left\{ \sum_i y_i \frac{p_s}{\mu_s} - \sum_n x_n \frac{p_s}{\mu_s} - w_s L_s + \sum_j \left[ (1 + r_{js}) \frac{p_{s-1}}{\mu_s} \epsilon_{js} - p_s \epsilon_{js} \right] + \sum_{j} \left[ \frac{r_{js}}{\mu_s} - \frac{1}{\mu_s} \right] p_s^{*} \right\}$$

$$- \frac{p_s}{\mu_s} [K_s - (1 - \delta)K_{s-1} + C] + \frac{p_{s+1}}{\mu_{s+1}} (1 - \delta) K_s$$

(3.7)
In equation (3.7) the contribution of monetary assets and depreciated capital from period t-1 is ignored, since it is fixed in period t and does not affect the variable profit flow in period t.

Define

\[ p_s y_i = \frac{p_s y_i}{\mu_s}, \quad p_s x_n = \frac{p_s x_n}{\mu_s}, \quad w_s = \frac{w_s}{\mu_{s+1}}, \quad \eta_j = \frac{p^* - (1 + r_{js}) p^*_s}{\mu_{s+1}}, \quad p^i = \frac{p^i_s}{\mu_s}, \]

and

\[ p_s^K = \frac{p^i_s}{\mu_s} - \frac{p^i_{s+1} (1 - \delta)}{\mu_{s+1}}. \]

Substituting these definitions into (3.7) gives another expression for the intertemporal profit function:

\[
\Pi_t = \sum_{s=t}^{\infty} \left\{ \sum_i y_i p_s y_i - \sum_n x_n p_s x_n - w_s - \sum_j \eta_j \epsilon_{js} - p_s^K K_s - p_s^I C \right\}
\]

(3.8)

It is assumed that the manufacturing firm chooses the levels of output and real factors of production to maximize the expected discounted intertemporal profit flow, subject to its technology. Under the assumption of complete markets, perfect competition, and risk neutrality of the owners of the firm, the problem can be presented as the following dynamic choice problem:

\[
\text{Max } E_t \left\{ \sum_{s=t}^{\infty} \left\{ \sum_i y_i p_s y_i - \sum_n x_n p_s x_n - w_{s-1} - L_{s-1} + \sum_j \left[ (1 + r_{js}) p^*_s \epsilon_{js} - p^*_s \epsilon_{js} \right] \right\} - p_s^I [K_s - (1 - \delta) K_{s-1} + C] \right\}
\]

(3.9)

subject to \( \Omega(y_{i_1}, \ldots, y_{i_s}, x_{i_1}, \ldots, x_{N_s}, L_s, K_s, \epsilon_{i_1}, \ldots, \epsilon_{js}) = 0 \quad \forall s \geq t \)

where \( E_t \) denotes expectations, given the information available at period t.

The first order conditions of this stochastic optimal control problem can be derived by applying Bellman's dynamic programming method. To do so, the state and control variables must be selected in a manner such that the decision is in Bellman form. The prices \( p_s y_i, p_s x_n, p^*_s, p^i_s \) and \( R_s \) are random stochastic processes that are not controllable by the firm. The wage rate \( w_{s-1} \), the monetary asset yield \( r_{js-1} \), and \( p^*_s \) are nonstochastic and are taken as
given by the firm. The control variables are $y_i, x_{ns} \forall n, e_{js} \forall s$ and $K_s$, while the selected state variables for period $s$ are $L_{s-1}, K_{s-1}, e_{js-1} \forall j, p^y_{s,i} \forall i, p^x_{s,n} \forall n, p^*_s, p^*_{s-1}, R_s, w_{s-1}, r_{js-1} \forall j$.

Define $w_t$ to be the vector of all state variables, and define $u_t$ to be the vector of all control variables. Let $\Lambda_s$ be the subset of state variables defined by $\Lambda_s = \{p^y_{s,i} \forall i, p^x_{s,n} \forall n, p^*_{s}, p^*_{s-1}, R_s, w_{s-1}, r_{js-1} \forall j\}$. We assume that $\Lambda_s$ follows a first-order Markov process, with transitions governed by the conditional distribution function $F(\Lambda_{s+1}|\Lambda_s)$. This conditional distribution function defines implicitly the transition equation for the state variables included in $\Lambda_s$. The remaining transition equations are defined by the obvious time shifts between some of the elements that appear simultaneously, but with time shifts, in the control and state vectors and by the technological transformation function, $\Omega$, used to produce the transition equation of the remaining state variable, $L_s$. Making these substitutions and changes in notation, it can be shown that the problem now is in Bellman form.

The dynamic decision problem now can be put in the familiar Bellman form:

$$
\text{Max } E_t \left\{ \sum_{s=t}^{\infty} \frac{1}{\mu_s} \pi_s(w_s, u_s) \right\} \tag{3.10}
$$

subject to $w_{s+1} = g(u_s), \ s \geq t$

where $\pi_s(w_s, u_s)$ is given by equation (3.4) and $g$ is the vector of all transition equations for the state variables. Using Bellman's method and the Benveniste and Scheinkman equation, the Euler equations are found to be

$$
E_t \left\{ \frac{\partial \pi_t(w_t, u_t)}{\partial u_t} + \frac{1}{1 + R_t} \frac{\partial g'}{\partial u_t} \frac{\partial \pi_{t+1}(w_{t+1}, u_{t+1})}{\partial w_{t+1}} \right\} = 0 \tag{3.11}
$$

Substituting the quadratic function $\frac{\gamma^2}{2}$ for the cost of adjustment function $C(I_t)$ and replacing the corresponding symbols with the actual state and control variables and transition equations, we obtain the following system of Euler equations:
The results is a system of \( I+J+N+1 \) nonlinear equations. A solution exists for \( (y_{1t}, ..., y_{It}, x_{1t}, ..., x_{Nt}, \varepsilon_{1t}, ..., \varepsilon_{Jt}) \) to these Euler equations augmented by the transformation function (3.1). But in practice a closed form algebraic solution rarely exists, so that only a numerical solution can be produced. Nevertheless, with a parametric specification of the technology, GMM can be used to estimate the parameters from the Euler equations themselves.

3.2 Demand-Side Monetary Aggregation and Weak Separability

By estimating the parameters of the Euler equations by GMM, we can investigate properties of technology, such as returns to scale. If the firm's monetary inputs are weakly separable from output, we also can investigate the resulting exact demand-side monetary aggregate.

The approach to identifying and generating an exact theoretical demand-side monetary aggregate for a manufacturing firm is described by Barnett (1987) in the case of perfect certainty. We extend his approach to the case of risk. The procedure involves two steps. First one tests the existence condition for an exact aggregate. The existence condition is blockwise weak separability of the monetary assets in the transformation function from the firm’s outputs.
and from the firm’s other factor inputs. Under this existence condition, it becomes possible to factor those monetary assets as a subfunction out the rest of the firm’s structure.

Define \( y_0 = (y_{1t}, \ldots, y_{lt}, x_{1t}, \ldots, x_{Nt}, L_t, K_t)' \) and \( z = (e_{1t}, \ldots, e_{jt})' \). If \( z \) is weakly separable from \( y_0 \), then there exist functions \( H \) and \( z_0 \) such that

\[
\Omega(y_0, z) = H(y_0, z_0(z)),
\]

where \( z_0 \) is the aggregator function over the monetary asset inputs \( z \). The weak separability condition is mathematically equivalent to:

\[
\frac{\partial}{\partial \phi} \frac{\partial \Omega / \partial z_i}{\partial \Omega / \partial z_j} = 0 \quad \text{for } i \neq j,
\]

where \( \phi \) is any of the components of \( y_0 \). Under that condition, the marginal rate of substitution between any two different monetary assets is independent of the levels of any of the outputs or of any of the other nonmonetary inputs. An additional restriction which is usually imposed on the aggregator function is linear homogeneity in the components.\(^{22}\)

If the existence condition is satisfied, we can progress to the second step, which is estimation of the aggregator function \( z_0(z) \). Clearly the first step must precede the second step, since the aggregator function estimated in the second step does not exist unless the hypothesis of weak separability tested in the first step is accepted.

### 3.3 Flexible functional form specification and regularity conditions

As in the case of the financial intermediary in section 2, we specify the technology of the firm to be Diewert and Wales's (1991) symmetric generalized McFadden flexible functional form, but now with exact nested input aggregation for financial assets rather than exact nested output aggregation\(^{23}\). Hence the null hypothesis of exact monetary input aggregation is imposed

\(^{22}\) As discussed in section 2.4, the extension to nonhomogeneous \( z_0 \) requires the introduction of distance functions, which is beyond the current scope of this paper. Regarding that possible extension, see Barnett (1987, sections 7.1 and 8.1).

\(^{23}\) The alternative specification of Diewert and Wales's (1991) symmetric generalized Barnett flexible functional form could be the subject for future research. For an application of that specification to banks, see Barnett and Hahm (1994).
directly on the transformation function \( \Omega \) by specifying separately flexible functional forms for \( H(y_0,z_0) \) and \( z_0(z) \), where \( z_0(z) \) is nested into \( H(y_0,z_0) \) to assure the desired weakly separable structure for \( \Omega \). It is further assumed that the transformation function is linearly homogeneous in its components. The extension to nonconstant returns to scale is a subject for future research.

Define \( H \) to be the symmetric generalized McFadden functional form

\[
H(y_0,z_0) = a_0z_0 + a'y_0 + \frac{1}{2}[z_0 y_0^T A_0 A_{-1} y_0] / \alpha'y_0
\]

with \( \alpha'y_0 \neq 0 \), where \( a_0, a' = (a_1,\ldots,a_n) \), and \( A_0 \) are parameters to be estimated. The matrix \( A_0 \) is symmetric \((n+1)\times(n+1)\). The vector \( \alpha' = (\alpha_1,\ldots,\alpha_n) \) contains fixed nonnegative constants selected by the researcher. The linear homogeneity of \( H \) in \( y_0 \) and \( z_0 \) is obtained by dividing \( H \) by \( \alpha'y_0 \).

To conform with the partitioning of the elements of \( H \), the matrix \( A_0 \) is partitioned as follows:

\[
A_0 = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A \end{bmatrix},
\]

where \( A_{11} \) is a scalar, \( A_{12} \) is a \( 1 \times n \) row vector, \( A_{21} \) is a \( n \times 1 \) column vector, and \( A \) is \( n \times n \) symmetric matrix. Since \( A_0 \) is symmetric, we have that \( A_{12} = A_{21}' \).

Let \( (y_0^*,z_0^*) \neq 0 \) be the point about which the functional form is locally flexible. Because of the linear homogeneity assumption, the parameters in the functional form (20) are \( n+1 \) more than are needed for a parsimonious flexible functional form\(^{24}\). Hence more restrictions can be imposed without compromising the Diewert-flexibility property. We therefore impose

\[
\alpha'y_0^* = 1, \quad (3.17)
\]

\[
A_{11}z_0^* + A_{12}y_0^* = 0, \quad (3.18)
\]

and

\[
A_{12}z_0^* + Ay_0^* = 0_n, \quad (3.19)
\]

\(^{24}\)See analogous details in section 2 above.
where \( \mathbf{0}_n \) is an n-dimensional vector of zeros. Under the above restrictions the number of parameters is reduced to \( 1+n+n(n+1)/2 \), which is the minimum number of free parameters needed to maintain flexibility.

Solving (3.18) and (3.19) for \( A^{11} \) and \( A^{12} \), and substituting into (3.16), we get

\[
H(y_0, z_0(z)) = a_0 z_0 + a'y_0 + \frac{1}{2} (\alpha'y_0)^{-1} y_0 A y_0 \\
- (\alpha'y_0)^{-1} y_0 A y_0 (z_0 / z_0^*) + \frac{1}{2} (\alpha'y_0)^{-1} y_0 A y_0 (z_0 / z_0^*)^2.
\]

(3.20)

Similarly define the monetary aggregator function \( z_0(z) \) to be

\[
z_0(z) = b'z + \frac{1}{2} z'Bz / \beta'z
\]

(3.21)

with the parameters satisfying

\[
\beta'z^* = 1, \quad (3.22)
\]

\[
z_0^* = b'z^*, \quad (3.23)
\]

\[
Bz^* = 0_m, \quad (3.24)
\]

and \( \beta'z \neq 0 \). The vector \( b' = (b_1, ..., b_m) \) and the symmetric \( m \times m \) matrix \( B \) are parameters to be estimated. The vector \( \beta' = (\beta_1, ..., \beta_m) \) is a vector of fixed nonnegative constants, and the point \( z^* \neq 0 \) is the point about which equation (3.21) is locally flexible.

Substituting (3.21) into (3.16) yields

\[
\Omega(y_0, z) = H(y_0, z_0(z)) \\
= a_0 \left( b'z + \frac{1}{2} (\beta'z)^{-1} z'Bz \right) + a'y_0 + \frac{1}{2} (\alpha'y_0)^{-1} y_0 A y_0 \\
- (z_0^* \alpha'y_0)^{-1} y_0 A y_0 \left( b'z + \frac{1}{2} (\beta'z)^{-1} z'Bz \right) \\
+ \frac{1}{2} \left( z_0^* \alpha'y_0 \right)^{-1} y_0 A y_0 \left( b'z + \frac{1}{2} (\beta'z)^{-1} z'Bz \right)^2
\]

(3.25)

which by construction satisfies weak separability in monetary asset inputs.

Neoclassical curvature conditions require \( \Omega(y_0, z) \) to be a convex function in all of its arguments, increasing in outputs, and decreasing in inputs. The monetary aggregator function \( z_0(z) \) should be concave and monotonically increasing. Suppose further that
\frac{\partial H(y_0,z_0)}{\partial z_0} \leq 0 . \quad (3.26)

Then \( \Omega(y_0,z) \) is globally convex, when \( H(y_0,z_0) \) is convex in \( (y_0,z_0) \) and \( z_0(z) \) is concave in \( z \).

Diewert and Wales (1987) prove that \( H(y_0,z_0) \) is a globally convex function if and only if the matrix \( A \) is positive semidefinite, and \( z_0(z) \) is a globally concave function if and only if the matrix \( B \) is negative semidefinite. Positive semidefiniteness of the matrix \( A \) and negative semidefiniteness of the matrix \( B \) can be imposed without destroying flexibility by the substitution

\[
A = qq' \quad \text{(3.27)}
\]

and

\[
B = -uu' \quad \text{(3.28)}
\]

where \( q \) is a lower triangular \( n \times n \) matrix and \( u \) is a lower triangular \( m \times m \) matrix.

Following the substitution of (3.27) and (3.28), we estimate \( q \) and \( u \).

Monotonicity restrictions are imposed locally at the point of flexibility. The first derivatives of (3.25) with respect to \( (y_0,z_0) \) are

\[
\frac{\partial \Omega}{\partial y_0} = a + \frac{1}{2} \left[ (\alpha'y_0)^{-1} Ay_0 - (\alpha'y_0)^{-2} \alpha y_0 Ay_0 \right] \\
- \left[ (z_0'\alpha'y_0)^{-1} Ay_0^* - (z_0'\alpha'y_0)^{-2} \alpha y_0^* Ay_0 \right] \left[ b'z + \frac{1}{2}(\beta'z)^{-1}z'Bz \right] \\
- \frac{1}{2} \left( z_0'2\alpha'y_0 \right)^{-2} z_0'2\alpha y_0^* Ay_0^* \left( b'z + \frac{1}{2}(\beta'z)^{-1}z'Bz \right)^2 \quad (3.29)
\]

and
\[
\frac{\partial \Omega}{\partial \mathbf{z}} = a_0 \left[ b + \frac{1}{2} \left( 2(\beta' \mathbf{z})^{-1} \mathbf{Bz} - (\beta' \mathbf{z})^{-2} \beta' \mathbf{z} \mathbf{Bz} \right) \right]
\]

\[
- \left( z_0^* \alpha \mathbf{y}_0 \right)^{-1} \mathbf{y}_0 \mathbf{A} \mathbf{y}_0 \left[ b + \frac{1}{2} \left( 2(\beta' \mathbf{z})^{-1} \mathbf{Bz} - (\beta' \mathbf{z})^{-2} \beta' \mathbf{z} \mathbf{Bz} \right) \right]
\]

\[
+ \left( \mathbf{z}_0^* \mathbf{A} \mathbf{y}_0 \right)^{-1} \mathbf{y}_0 \mathbf{A} \mathbf{y}_0 \left[ b + \frac{1}{2} \left( 2(\beta' \mathbf{z})^{-1} \mathbf{Bz} - (\beta' \mathbf{z})^{-2} \beta' \mathbf{z} \mathbf{Bz} \right) \right]
\]

\[
\star \left( b' \mathbf{z} + \frac{1}{2} (\beta' \mathbf{z})^{-1} \mathbf{z} \mathbf{Bz} \right)
\]

(3.30)

Similarly the first derivative of the aggregator function (3.21) with respect to \( z \) is

\[
\frac{\partial \mathbf{z}_0}{\partial \mathbf{z}} = b + (\beta' \mathbf{z})^{-1} \mathbf{Bz} - \frac{1}{2} (\beta' \mathbf{z})^{-2} \beta' \mathbf{z} \mathbf{Bz}
\]

(3.31)

Evaluating these derivatives at the chosen point of local flexibility \( (\mathbf{y}_0^*, \mathbf{z}^*) \) yields

\[
\frac{\partial \Omega}{\partial \mathbf{y}_0} (\mathbf{y}_0^*, \mathbf{z}^*) = a, \tag{3.32}
\]

\[
\frac{\partial \Omega}{\partial \mathbf{z}} (\mathbf{y}_0^*, \mathbf{z}^*) = a_0 \mathbf{b}, \tag{3.33}
\]

and

\[
\frac{\partial \mathbf{z}_0}{\partial \mathbf{z}} (\mathbf{z}^*) = \mathbf{b}. \tag{3.34}
\]

At present, we assume that the firm produces only one output, which is the first element of the vector \( \mathbf{y}_0 \). Imposing the neoclassical monotonicity conditions, equations (3.32), (3.33), and (3.34) imply the following constraints on the parameters

\[
a_0 \leq 0, \ a_1 \geq 0, \ a_i \leq 0 \quad \text{for } i = 2, \ldots, n \quad \text{and} \quad \mathbf{b} \geq 0.
\]

(3.35)

Under imposition of (3.35), the monotonicity conditions are satisfied locally at \( (\mathbf{y}_0^*, \mathbf{z}^*) \).

Substituting the functional form defined by (3.25) into the Euler equations (3.12)-(3.15), provides a structural dynamic system of nonlinear integral equations to be estimated. Our
parameter restrictions assure valid global curvature, local monotonicity, and global weak separability in the monetary asset portfolio employed by the firm.

As with the financial firm, we use GMM to estimate the technology of the representative manufacturing firm, and we use Hansen's $\chi^2$ test to test the imposed assumption of weak separability in monetary assets, although those assets now are inputs rather than outputs. If the test of no overidentifying restrictions is rejected, then the null hypothesis of weak separability is rejected.

3.4 Data and Empirical Application

The model is applied empirically to the aggregate US manufacturing sector with data for the period 1949-1988. Real input resources include capital, labor, and materials. Monetary inputs include two types of assets: cash on hand and in US banks and US government securities.

Using equations (3.12)-(3.15), the system of Euler equations to be estimated becomes

$$E_t \left\{ P_t^O + \frac{1}{1+R_t} P_t^L \frac{\partial \Omega}{\partial O_t} \right\} = 0$$  \hspace{1cm} (3.36)

$$E_t \left\{ P_t^M - \frac{1}{1+R_t} P_t^L \frac{\partial \Omega}{\partial M_t} \right\} = 0$$  \hspace{1cm} (3.37)

$$E_t \left\{ P_t^* - \frac{1}{1+R_t} \left[ \left( 1+r_t^C \right) P_t^* + P_t^L \frac{\partial \Omega}{\partial C_t} \right] \right\} = 0$$  \hspace{1cm} (3.38)

$$E_t \left\{ P_t^* - \frac{1}{1+R_t} \left[ \left( 1+r_t^S \right) P_t^* + P_t^L \frac{\partial \Omega}{\partial S_t} \right] \right\} = 0$$  \hspace{1cm} (3.39)

and
\[
E_t \left\{ P_t^K \left[ 1 + \gamma (K_t - (1 - \delta)K_{t-1}) \right] - \frac{p_{t+1}^K}{1 + R_t} \left[ 1 - \delta + \gamma (1 - \delta) (K_{t+1} - (1 - \delta)K_t) \right] - \frac{p_{t+1}^L}{1 + R_t} \frac{\partial \Omega}{\partial K_t} \right\} = 0
\]

(3.40)

where \( O_t \) is gross output, \( K_t \) is capital services, \( L_t \) is labor, \( M_t \) is materials, \( C_t \) is cash on hand and in banks, \( S_t \) is government securities, \( \delta \) is the rate of capital depreciation, \( p_t^* \) is the true cost-of-living index, and \( R_t \) is the rate of return to capital. The prices of output, capital, labor and materials respectively are \( p_t^O, p_t^K, p_t^L, p_t^M \), while the rates of return on cash and securities respectively are \( r_t^C \) and \( r_t^S \).

In accordance with this notation, we can write \( y'_0 = \left( O_t, K_t, L_t, M_t \right) \) and \( z' = \left( C_t, S_t \right) \). The center of local approximation is selected to be the point at which \( y'_0 = (1, 1, 1, 1) \) and \( z'_0 = 1 \) and \( z'_* = (1, 1) \). To assure that the center of approximation is located within the interior of the observations, we rescale the data on all quantities about a chosen data point such that

\[
\tilde{y}_i^t = \frac{y_i^t}{y_{i_0}^*} \quad \forall i = 1, 2, 3, 4 \quad \text{and} \quad \tilde{z}_i^t = \frac{z_i^t}{z_{i_0}^*} \quad \forall i = 1, 2,
\]

where \( t_0^* \) represents the year of the chosen data point, \( y_i \) \( \forall i = 1, 2, 3, 4 \) are the elements of \( y_0 \), and \( z_i \) \( \forall i = 1, 2 \) are the elements of \( z \).\(^{25}\) To prevent dollar revenues and expenditures from being altered by our data normalization, each price is rescaled by multiplication by the corresponding quantity at the chosen data point.

The fixed nonnegative constants \( \alpha_i \) and \( \beta_i \) are selected such that

\[
\alpha_i = \frac{\bar{y}_i^t}{\sum_{j=1}^{4}\bar{y}_j^t} \quad \forall i = 1, 2, 3, 4
\]

(3.41)

and

\[
\beta_i = \frac{\bar{z}_i^t}{\sum_{j=1}^{3}\bar{z}_j^t} \quad \forall i = 1, 2
\]

(3.42)

\(^{25}\)In our estimation the data point at which quantities are set to unity is chosen to be 1982.
where $\tilde{y}$ and $\tilde{z}$ are the sample means of $\tilde{y}$ and $\tilde{z}$ respectively. With our data, we find $\alpha_1 = 0.24$, $\alpha_2 = 0.20$, $\alpha_3 = 0.32$, $\alpha_4 = 0.24$, $\beta_1 = 0.56$ and $\beta_2 = 0.44$. Note that the constants $\alpha_i$ and $\beta_i$ satisfy equations (3.17) and (3.22), as is required.

Equation (3.23) implies that $b_1 + b_2 = 1$, and the monotonicity condition (3.35) requires that $b_1 \geq 0$ and $b_2 \geq 0$. Therefore it follows that $b_i \leq 1$ for $i = 1, 2$. Combining these constraints permits us to replace $b_i$ by

$$b_i = \sin^2 \varphi$$

We then estimate $\varphi$.

Since $\Omega(y_0, z) = 0$, we can normalize $a_0 = -1$ to satisfy the monotonicity condition (3.35). The monotonicity conditions (3.35) are imposed by the substitution $a_1 = \tilde{a}_1^2$, $a_2 = -\tilde{a}_2^2$, $a_3 = -\tilde{a}_3^2$, and $a_4 = -\tilde{a}_4^2$, where $\tilde{a}_i \forall i = 1, 2, 3, 4$ are new parameters to be estimated. The curvature conditions are imposed by replacing the matrices $A$ and $B$ by $qq'$ and $-uu'$ respectively, where the lower triangular matrices $q$ and $u$ are as in equations (2.43) of section 2. Equation (3.24) then becomes as in equation (2.44) of section 2.

Solving (2.44) for $u_{21}$ and $u_{22}$, we get $u_{21} = -u_{11}$ and $u_{22} = 0$. Substituting for these parameters in (3.28) yields the following form of the matrix $B$

$$B = u_{11}^2 \begin{bmatrix} -1 & 1 \\ 1 & -1 \end{bmatrix}$$

The parameters to be estimated are $\varphi$, $u_{11}$, $\gamma$, the vector $\tilde{a}' = (\tilde{a}_1, \tilde{a}_2, \tilde{a}_3, \tilde{a}_4)$, and the matrix $q$.

The data comes primarily from two sources. Data on output and factor inputs in US Manufacturing for the period 1949-1988 is acquired from the Division of Multifactor Productivity of the Bureau of Labor Statistics. The data consists of quantity and price Törnqvist indices. Output is defined as gross sectoral output. Capital input is defined as the flow of services from physical assets, which include equipment, structures, inventories, and land. Labor
input is defined as the paid hours of all persons engaged in the sector. Materials input consists
of all commodity inputs exclusive of fuel inputs.

The source of data on money balances held by manufacturing firms is the *Quarterly
Financial Report for Manufacturing, Mining, and Trade Corporations* for the period 1949-
1988. To convert to real units, we deflate the nominal balances by the Fisher ideal index
approximation to the true cost-of-living index, computed as in section 2 above. The rates of
return on cash on hand and in banks and government securities are from the City Bank database.
We use the 6-month commercial paper yield as the rate of return on cash on hand and in banks
and the 3-month Treasury-bill rate as the rate of return on government securities. The reason for
the non-zero rate of return for cash on hand and in banks is that it does not consist solely of
currency. Cash on hand and in banks in our data source is defined to be the sum of
manufacturing sector holdings of currency, demand deposits, and time deposits. Separate data
on such holdings of currency are available only for the most recent observations.

We use an external nominal bond rate for the rate of return on capital, $R_t$, since data was
unavailable to compute an internal rate of return. Data on Moody's Baa bond rate is obtained
from the City Bank database.

**3.5 Results**

The model is estimated using the GMM estimator in the TSP mainframe version 7.02.
The following variables are used as instruments in the estimation procedure: a constant, total
US population, and lagged values of the prices of capital and materials, of the rate of return on
cash and securities, and of the Moody's Baa bond rate. The results are robust to
heteroscedasticity and autocorrelation.

As is evident from Table 3.1, the precision of the GMM estimates of the parameters of
manufacturing firm technology is extremely high for all of the parameters in the aggregator
function $z_0(z)$. Figures 3.1 and 3.2 display the levels and growth rates of the estimated

---

26For a rigorous discussion of theoretical and empirical issues concerning the measurement of the
rate of return on capital, see Harper, Berndt and Wood (1989).
theoretical aggregate, the simple sum index, and the Divisia index. Clearly the estimated theoretical and Divisia indices move closely together, while the simple sum aggregate tracks less well.

The estimated exact aggregate depends upon our choice of estimated aggregator function, but was estimated in a manner that permits risk. The Divisia index on the other hand does not depend upon the form of the aggregator function, but is derived under the assumption of perfect certainty. However, the damage to its tracking ability from risk has been shown in other research to become significant only when the degree of risk aversion and of risk is very high. Since our model of the manufacturing firm assumes risk neutrality, we should expect the Divisia index's tracking ability to be good, as indeed we find to be the case.

The violations of regularity reported in the footnote of Table 3.1 suggest the limitations of the generalized McFadden parametric specification of the firm's technology and perhaps suggest that our future research on manufacturing firm technology should be based upon the generalized Barnett model originated in Diewert and Wales (1987) rather than upon our current use of the generalized McFadden model, also originated in Diwert and Wales (1987). Unlike the generalized McFadden model, the generalized Barnett model is globally regular. However, in the current research we investigate only the properties of the estimated aggregator function of monetary assets, and as reported in the footnote to Table 3.1, the estimated monetary aggregator function was globally regular.

We tested weak separability of monetary assets from the other variables in technology. We ran that test using Hansen's $\chi^2$ test for no overidentifying restrictions in the model with weak separability imposed through the structure of the model. The test statistic is $\Phi=TQ$, where $T=40$ is the sample size and $Q=.35$ is the value of the objective function in the GMM estimation. The test statistic is distributed as a $\chi^2$ with $e-f$ degrees of freedom, where $e=30$ is the number of orthogonality conditions and $f=17$ is the number of parameters. The calculated test statistic is 14, and the critical value at the 1% level of significance is 27.69. Hence we cannot reject the
hypothesis of weak separability of monetary assets. That weak separability condition is the existence condition for an economic monetary aggregate.

4. Consumers

This line of research in monetary economics began with Barnett (1980) in the perfect certainty case and Poterba and Rotemberg (1987) in the case of risk. Both papers were produced from models of consumer behavior. A long list of papers have been motivated by Barnett's perfect certainty model, and recently Poterba and Rotemberg's extension to risk has motivated papers by Barnett, Hinich, and Yue (1991) and by Rotemberg, Driscoll, and Poterba (1994). While the applications of the perfect certainty approach are far more extensive than those of the recent extensions to the stochastic environment case, there is in place a small and growing literature on consumer behavior under risk with Euler equation estimation and exactly nested (weakly separable) aggregator functions over monetary assets. This research fits well into the Sidrauski (1967) tradition.

However, the work on firm behavior in this tradition is far more limited. The perfect certainty theory for manufacturing firms and for financial intermediaries can be found in Barnett (1987). Also see Hancock (1991) regarding financial firms under perfect certainty. But as observed above, this paper is the first to extend Barnett's model of manufacturing firms to the case of risk, with capital dynamics and nested monetary aggregation. Similarly the only prior work extending this approach to financial firms under risk is Barnett and Zhou (1994a), who introduced no capital dynamics and assumed 100% payout of earnings as dividends. Since research in this tradition has been far more limited in the case of firms than in the case of consumers, this paper primarily emphasizes our extensions to technology estimation.

Nevertheless, for the sake of completeness, we now include results on consumer behavior under risk with exactly nested monetary aggregation. In particular, we provide those extensions needed to render compatibility of the consumer demand Euler equation estimation with that presented above for manufacturing firms and financial intermediaries. In particular we emphasize the index number issues associated with tracking the exact monetary aggregate
nested within the Euler equations, when the tracking is to be attempted with a nonparametric statistical index number, rather than an econometrically estimated parametric aggregator function. While much research has appeared in recent years on the nature of those tracking errors, little previously has been available for consumption under risk. See Barnett, Hinich, and Yue (1991) for discussion of the need for research on the properties of that tracking error under risk, since the existing theory on the order of the remainder term in such nonparametric approximations is not applicable to the case of risk.

4.1. Consumer Demand for Monetary Assets

In this section we formulate a representative consumer's stochastic decision problem over consumer goods and monetary assets. The consumer's decisions are made in discrete time over a finite planning horizon for the time intervals, $t, t+1, ..., s, ..., t+T$, where $t$ is the current time period and $t+T$ is the terminal planning period. The variables used in defining the consumer's decision are as follows:

- $x_s = n$ dimensional vector of real consumption of goods and services during period $s$,
- $p_s = n$ dimensional vector of goods and services prices and of durable goods rental prices during period $s$,
- $a_s = k$ dimensional vector of real balances of monetary assets during period $s$,
- $\rho_s = k$ dimensional vector of nominal holding period yields of monetary assets,
- $A_s =$ holdings of the benchmark asset during period $s$,
- $R_s =$ the one-period holding yield on the benchmark asset during period $s$,
- $I_s =$ the sum of all other sources of income during period $s$,
- $p_s^* = p_s^*(p_s) =$ the true cost of living index.

Define $Y$ to be a compact subset of the $n+k+2$ dimensional nonnegative orthant. The consumer's consumption possibility set, $S(s)$ for $s \in \{t,...,t+T\}$ is:
\[ S(s) = \{ (a_s, x_s, A_s) \in Y : \sum_{i=1}^{n} p_{is} x_{is} = \]
\[ + \sum_{i=1}^{k} [p_{s-1}^* \cdot a_{i,s-1} - p_{s}^* \cdot a_{is}] + (1+R_{s-1})p_{s-1}^* A_{s-1} - p_{s}^* A_{s} + I_s \}. \tag{4.1} \]

Under the assumption of rational expectations, the distribution of random variables is known to the consumer. Since current period interest rates are not paid until the end of the period, they may be contemporaneously unknown to the consumer. Nevertheless, observe that during period \( t \) the only interest rates that enter into \( S(t) \) are interest rates paid during period \( t-1 \), which are known at the start of period \( t \). Similarly \( p_t^* \) and \( p_{t-1}^* \) are determined and known to the consumer at the start of period \( t \). Hence \((a_t, x_t, A_t)\) can be chosen deterministically in a manner that assures that \((a_t, x_t, A_t)\in S(t)\) with certainty. However, that is not possible for \( s > t \), since at the beginning of time period \( t \), when the intertemporal decision is solved, the constraint sets \( S(s) \) for \( s > t \) are random sets. Hence for \( s > t \), the values of \((a_s, x_s, A_s)\) must be selected as stochastic process.

The benchmark asset \( A_s \) provides no services other than its yield \( R_s \). As a result, the benchmark asset does not enter the consumer's intertemporal utility function except in the last instant of the planning horizon. The asset is held only as a means of accumulating wealth to endow the next planning horizons. The consumer's intertemporal utility function is

\[ U = U( a_t, ..., a_s, ..., a_{t+T}; x_t, ..., x_s, ..., x_{t+T}; A_{t+T}), \]

where \( U \) is assumed to be intertemporally additively (strongly) separable, such that

\[ U = u( a_t, x_t ) + \left( \frac{1}{1+\xi} \right) u( a_{t+1}, x_{t+1}) + ...
\]

\[ ... + \left( \frac{1}{1+\xi} \right)^{T-1} u( a_{t+T-1}, x_{t+T-1}) + \left( \frac{1}{1+\xi} \right)^T u( a_{t+T}, x_{t+T}, A_{t+T}) \]

\[ 27 \text{ A nonzero probability must exist that the holding period return, } R_s, \text{ on the benchmark asset will exceed that of any other asset during period } s, \text{ since no other motivation for holding the benchmark asset exists within the consumer's decision problem, as defined below. In fact, since the variance of the distribution of } R_s \text{ is likely to be high relative to that of } r_{is} \text{ for any } i, \text{ we should expect the mean of } R_s \text{ to exceed that of any element of } r_s. \]
and the consumer's subjective rate of time preference, \( \xi \), is assumed to be constant.\(^{28}\) The single period utility functions, \( u \) and \( u_T \), are assumed to be increasing and strictly quasiconcave.

Given the price and interest rate processes, the consumer selects the deterministic point \((a_t, x_t, A_t)\) and the stochastic processes \((a_s, x_s, A_s)\), \(s = t+1, \ldots, t+T\) to maximize the expected value of \( U \) over the planning horizon, subject to the sequence of choice set constraints. Formally, the consumer's decision problem is the following.

**Problem 1:** Choose the deterministic point \((a_t, x_t, A_t)\) and the stochastic process \((a_s, x_s, A_s)\), \(s = t+1, \ldots, t+T\), to maximize

\[
E_t \left[ \sum_{s=t+1}^{t+T-1} \left( \frac{1}{1+\xi} \right)^{s-t} u(a_s, x_s) + \left( \frac{1}{1+\xi} \right)^T u_T(a_t+T, x_t+T, A_t+T) \right]
\]

subject to \((a_s, x_s, A_s) \in S(s)\) for \(s = t, \ldots, t+T\).

We use \( E_t \) to designate the expectations operator conditionally upon the information that exists at time \( t \).

In the infinite planning horizon case, the decision problem becomes:

**Problem 2:** Choose the deterministic point \((a_t, x_t, A_t)\) and the stochastic process \((a_s, x_s, A_s)\), \(s = t+1, \ldots, \infty\), to maximize

\[
u(a_t, x_t) + E_t \left[ \sum_{s=t+1}^{\infty} \left( \frac{1}{1+\xi} \right)^{s-t} u(a_s, x_s) \right]
\]

subject to \((a_s, x_s, A_s) \in S(s)\) for \(s \geq t\), and also subject to

---

\(^{28}\)Although money may not exist in the elementary utility function, there exists a derived utility function that contains money, so long as money has positive value in equilibrium. See, e.g., Arrow and Hahn (1971), Philips and Spinnewyn (1982) and Feenstra (1986). We implicitly are using that derived utility function.
The latter constraint rules out perpetual borrowing at the benchmark rate of return, $R_t$.

**4.3 Existence of a Monetary Aggregate for the Consumer**

In order to assure the existence of a monetary aggregate for the consumer, we partition the vector of monetary asset quantities, $a_s$, such that $a_s = (m_s, h_s)$. We correspondingly partition the vector of interest rates of those assets, $\rho_s$, such that $\rho_s = (r_s, i_s)$. We then assume that the utility function, $u$, is blockwise weakly separable in $m_s$ and in $x_s$ for some such partition of $a_s$. Hence there exists a monetary aggregator ("category utility") function, M, and consumer goods aggregator function, $X$, and a utility function, $u^*$, such that

$$u(a_s, x_s) = u^*(M(m_s), h_s, X(x_s)).$$ (4.5)

We assume that the terminal period utility function in the finite planning horizon case is correspondingly weakly separable, such that $u_T(a_s, x_s, A_s) = u_T^*(M(m_s), h_s, X(x_s), A_s)$.

Then it follows that the exact monetary aggregate, measuring the welfare acquired from consuming the services of $m_s$, is

$$M_s = M(m_s).$$ (4.6)

We define the dimension of $m_s$ to be $k_1$, and the dimension of $h_s$ to be $k_2$, so that $k = k_1 + k_2$.

It is clear that equation 4.6 does define the exact monetary aggregate in the welfare sense, since $M_s$ measures the consumer's subjective evaluation of the services that he receives from holding $m_s$. However it also can be shown that equation 4.6 defines the exact monetary aggregate in the aggregation theoretic sense. In particular, the stochastic process $M_s$, $s \geq t$, contains all of the information about $m_s$ that is needed by the consumer to solve the rest of his decision problem. This conclusion is based upon the following theorem, which we call the consumer's aggregation theorem.

Let

$$D_s = I_s + \sum_{i=1}^{k_1} [(1 + r_{i,s-1}) p_{s-1}^* m_{i,s-1} - p_s^* m_i^s],$$
and let
\[ \Delta(s) = \{ (h_s, x_s, A_s) \in Y: \sum_{i=1}^{n} p_i s x_i s = \]
\[ + \sum_{i=1}^{k_2} [(1+i) s-1-p s h i s ] + (1+R s-1)p s-1 A s-1 - p s A s + D s \}. \quad (4.7) \]

Let the deterministic point \((a^*_t, x^*_t, A^*_t)\) and the stochastic process \((a^*_s, x^*_s, A^*_s), s \geq t+1\), solve problem 1 (or problem 2, if \(T=\infty\)). Consider the following decision problems, which are conditional upon prior knowledge of the aggregate process \(M^*_s = M(m^*_s)\), although not upon the component processes \(m^*_s\).

**Problem 1a:** Choose the deterministic point \((h_t, x_t, A_t)\) and the stochastic process \((h_s, x_s, A_s), s = t+1, ..., t+T, \) to maximize
\[ u^*(M^*_t, h_t, x_t) + E_t \left[ \sum_{s=t+1}^{t+T-1} \frac{1}{1+\xi} s-t u^*(M^*_s, h_s, x_s) + \frac{1}{1+\xi} T u^*_T(M^*_T, h_s, x_s, A_s) \right] \] \( (4.8) \)
subject to \((h_s, x_s, A_s) \in \Delta(s)\) for \(s = t, \ldots, t+T\), with the process \(M^*_s\) given for \(s \geq t\).

**Problem 2a:** Choose the deterministic point \((h_t, x_t, A_t)\) and the stochastic process \((h_s, x_s, A_s), s = t+1, \ldots, \infty, \) to maximize
\[ u^*(M^*_t, h_t, x_t) + E_t \left[ \sum_{s=t+1}^{\infty} \frac{1}{1+\xi} s-t u^*(M^*_s, h_s, x_s) \right] \] \( (4.9) \)
subject to \((h_s, x_s, A_s) \in \Delta(s)\) for \(s = t, \) and also subject to
\[ \lim_{s \to \infty} E_t \left( \frac{1}{1+\xi} s-t A_s \right) = 0, \]
with the process \(M^*_s\) given for \(s \geq t\).
**Theorem 1 (Consumer's Aggregation Theorem):** Let the deterministic point \((m_t, h_t, x_t, A_t)\) and the stochastic process \((m_s, h_s, x_s, A_s)\), \(s = t+1, ..., t+T\) solve problem 1. Then the deterministic point \((h_t, x_t, A_t)\) and the stochastic process \((h_s, x_s, A_s)\), \(s = t+1, ..., t+T\), will solve problem 1a conditionally upon \(M^*_s = M(m_s)\) for \(s = t, ..., t+T\). Similarly let the deterministic point \((m_t, h_t, x_t, A_t)\) and the stochastic process \((m_s, h_s, x_s, A_s)\), \(s \geq t+1\) solve problem 2. Then the deterministic point \((h_t, x_t, A_t)\) and the stochastic process \((h_s, x_s, A_s)\), \(s \geq t+1\) will solve problem 2a conditionally upon \(M^*_s = M(m_s)\) for \(s \geq t\).

Clearly this aggregation theorem, proved in the appendix, applies not only when \(M_s\) is produced by voluntary behavior, but also when the \(M_s\) process is exogenously imposed upon the consumer, as through a perfectly inelastic supply function for \(M_s\) imposed by central bank policy. In that case, problems 1a and 2a describe optimal behavior by the consumer in the remaining variables. Since \((h_s, x_s, A_s)\) are not assumed to be weakly separable from \(M_s\), the information about \(M_s\) is needed in the solution of problems 1a and 2a for the processes \((h_s, x_s, A_s)\). For example, the marginal rate of substitution between labor and goods may depend upon the value of \(M_s\). Alternatively information about the simple sum aggregate over the components of \(m_s\) is of no use in solving either problem 1a or 2a unless the monetary aggregator function \(M\) happens to be a simple sum. In other words, the simple sum aggregate contains useful information about behavior only if the components of \(m_s\) are perfect substitutes in identical ratios (linear aggregation with equal coefficients).

**4.4 The Solution Procedure**

Using Bellman's principle, we can derive the first order conditions for solving Problems 1 and 2. Under the somewhat more restrictive conditions assumed by Poterba and Rotemberg (1987), the first order conditions derived below reduce to those acquired by Poterba and Rotemberg.

We concentrate on the infinite planning horizon problem 2, rather than on the finite planning horizon problem 2, since the contingency plan functions ("feedback rules") that solve
problem 1 are time dependent, while those solution functions are independent of time in the infinite planning horizon case. Time enters only through the variables that enter those equations as arguments, rather than through time shifting of the functions themselves.

We begin by solving the budget constraint in equation (2.1) for the quantity of an arbitrary consumer good, \( x_{js} \), and we then use the resulting rearranged constraint to eliminate \( x_{js} \) from the intertemporal utility function in problem 2 for all \( s \geq t \). For notational simplicity, we let \( j=1 \). Let \( z_{1s} = (a_s, A_s) \). To apply Bellman's method, we must define the control and state variables. Define the control variables during period \( s \) to be \( z_s = (z_{1s}, x_{2s}, \ldots, x_{ns}) \). We define the state variables during period \( s \) to be \( (\beta_{1s}, \theta_s) \), where the price and income state variables are \( \theta_s = ((p_{2s}, \ldots, p_{ns}), p^*_s, p^*_{s-1}, R_{s-1}, \rho_{s-1}, I_s) / p_{1s} \), and where \( \beta_{1s} = (a_{s-1}, A_{s-1}) \).

Having eliminated the budget constraint by substitution as described above, problem 2 can be rewritten as follows:

**Problem 2b:** Choose the deterministic point \( z_t \) and the stochastic process \( z_s, s = t+1, \ldots, \infty \), to maximize

\[
    u(z_t, \beta_t) + E_t \left[ \sum_{s=t+1}^{\infty} \left( \frac{1}{1+\xi} \right)^{s-t} u(z_s, \beta_s) \right]
\] (4.10)

subject to

\[
    \beta_{1,s+1} = z_{1s}
\] (4.11)

and

\[
    \lim_{s \to \infty} E_t \left( \frac{1}{1+\xi} \right)^{s-t} A_s = 0,
\] (4.12)

with \( \beta_t \) given.

Equations (4.11) are the transition equations, \( \beta_{s+1} = g(z_s, \beta_s) \), providing the evolution of future state variables as functions of the controls and the current state. We assume that the \( \theta_s \)
process is Markovian. Applying the Benveniste and Scheinkman equations, we can acquire the Euler equations for the control variables.

The Euler equations which will be of the most use to us below are those for monetary assets. Replacing \( X(x_t) \) by \( c_t \) in \( u \), those Euler equations become:

\[
E_t \left[ \frac{\partial u}{\partial m_{it}} - \rho \frac{p_t^*(R_t - r_{it})}{p_{t+1}^*} \frac{\partial u}{\partial c_{t+1}} \right] = 0
\]

for \( i = 1, \ldots, k_1 \), where \( c_t = X(x_t) \) is the exact quantity aggregate over \( x_t \) and \( p_t^* \) is its dual exact price aggregate.\(^{29}\) Similarly we can acquire the Euler equation for the consumer goods aggregate \( c_t \), rather than for each of its components. The resulting Euler equation for \( c_t \) is

\[
E_t \left[ \frac{\partial u}{\partial c_t} - \rho \frac{p_t^*(1 + R_t)}{p_{t+1}^*} \frac{\partial u}{\partial c_{t+1}} \right] = 0
\]

4.5 Monetary Policy

Having the Bellman solution at hand, we are in a position to give further consideration to the policy implications of monetary aggregation through the Theoretical aggregate. Hence we now return to Theorem 1 and Problem 2a. Clearly the Bellman equation for Problem 2a can be written in a form analogous to that of the Bellman equation produced by Problem 2. The only changes are that the controls now are \((h_{s}, x_{2s}, \ldots, x_{ns}, A_{s})\), \( s = t, \ldots, \infty \), while the state variables are \((h_{s-1}, A_{s-1}, \phi_{s}, M_{s}^*)\), where \( \phi_{s} \) is the vector of price and income state variables defined earlier.

Hence the solution contingency plans solving problem 2a are of the form:

\[
(h_{s}, x_{2s}, \ldots, x_{ns}, A_{s}) = f(h_{s-1}, A_{s-1}, \phi_{s}, M_{s}^*),
\]

where all of the controls and state variables are deterministic for \( s=t \).

The appearance of \( M_{s}^* \) as a state variable has interesting policy implications. Clearly if \( M_{s}^* \) is used as an indicator in the conduct of monetary policy, the monetary aggregate will indeed contain information about \((h_{s}, x_{2s}, \ldots, x_{ns}, A_{s})\) and thereby about the final targets of monetary policy both in goods and labor markets. Alternatively suppose that policy

\(^{29}\)Assuming that \( X \) is linearly homogeneous, the exact price aggregator function is the unit cost function.
instruments, such as the monetary base, are used to target the equilibrium path of $M^*_S$ as an intermediate target of policy. Assuming that the instruments are used in a manner that is not time inconsistent, as for example through an open loop policy, the equilibrium stochastic process for $M^*_S$ can be influenced by policy. Under our assumption of rational expectations, economic agents will know about the policy rule and hence about the targeted equilibrium process for $M^*_S$. The consumer then can solve problem 2a to acquire the optimal solution for the remaining variables conditionally upon the targeted process for $M^*_S$.

We see that only $M^*_S$ can play these roles, if policy operates through a monetary target or indicator. The simple sum aggregate, which does not appear as a control in $f$, can serve neither role. In fact the only information from the portfolio, $m^*_S$, that is useful in solving problem 2a is $M^*_S = M(m^*_S)$, since $m^*_S$ enters the contingency plans $f$ only through $M$.

At this point, we have completed our theoretical analysis of demand for money in a risky environment. We now can use GMM estimation to estimate the parameters of first order conditions under a particular specification for tastes. We then compute the estimated theoretical monetary aggregate and proceed to investigate the quality of currently available statistical index numbers in tracking the monetary service flow. But we first determine the applicability of existing index number theory under the assumptions of our exact aggregation theory.

4.6. The Risk Neutral Case

In the perfect certainty case, nonparametric index number theory is highly developed and is applicable to monetary aggregation. In the perfect certainty case, Barnett (1978,1980) proved that the nominal user cost of the services of $m^*_it$ is $l^*_it$, where

$$\pi^*_it = p^*_it \frac{R_{it} - r^*_it}{1 + R_{it}}$$

The corresponding real user cost is $l^*_it/p^*$. In the risk neutral case, the user cost formulas are the same as in the perfect certainty case, but with the interest rates replaced by their expected
values. It can be shown that the solution value of the exact monetary aggregate \( M(\mathbf{m}_t) \) can be tracked without error in continuous time (see, e.g., Barnett (1983b)) by the Divisia index:

\[
d \log M_t = \sum_{i=1}^{k_1} s_{it} \ d \log m_{it} ,
\]

(4.16)

where the user cost evaluated expenditure shares are \( s_{it} = \pi_{it} m_{it} / \sum_{j=1}^{k_1} \pi_{jt} m_{jt} \). The flawless tracking ability of the index in the risk neutral case holds regardless of the form of the unknown aggregator function, \( M \). However, under risk aversion the ability of equation (4.16) to track \( M(\mathbf{m}_t) \) is compromised, and the rate at which that tracking ability deteriorates is unknown as the degree of risk aversion increases above zero. We investigate the magnitude of that error below by econometrically estimating \( M(\mathbf{m}_t) \).

**4.7. A Generalization**

The fact that the Divisia index tracks exactly under perfect certainty or risk neutrality is well known. However, we show in this section that neither perfect certainty nor risk neutrality are needed for exact tracking of the Divisia index. Only contemporaneous prices and interest rates need be known. Future interest rates and prices need not be known, and risk averse behavior relative to those stochastic processes need not be excluded. The proof is as follows.

Assume that \( R_t, p^*_t, \) and \( r_t \) are known at time \( t \), although their future values are stochastic. Then the Euler equations (4.13a) for \( \mathbf{m}_t \) are

\[
\frac{\partial u}{\partial m_{it}} - \rho p^*_t (R_t - r_{it}) E_t \left[ \frac{1}{p_{t+1}} \frac{\partial u}{\partial c_{t+1}} \right] = 0
\]

(4.17)

for \( i = 1, \ldots, k_1 \). Similarly the Euler equation (4.13b) for aggregate consumption of goods, \( c_t \), becomes

\[
\frac{\partial u}{\partial c_t} - \rho p^*_t (1 + R_t) E_t \left[ \frac{1}{p_{t+1}} \frac{\partial u}{\partial c_{t+1}} \right] = 0
\]

(4.18)

Eliminating \( E_t \left[ \frac{1}{p_{t+1}} \frac{\partial u}{\partial c_{t+1}} \right] \) between (4.17) and (4.18), we acquire

\[
\frac{\partial u}{\partial m_{it}} = \frac{R_t - r_{it}}{1 + R_t} \frac{\partial u}{\partial c_t}
\]

(4.19)
But by the assumption of weak separability of \( u \) in \( \mathbf{m}_t \), we have

\[
\frac{\partial u}{\partial m_{it}} = \frac{\partial u}{\partial M_t} \frac{\partial M_t}{\partial m_{it}}
\] (4.20)

where \( M_t = M(\mathbf{m}_t) \) is the exact monetary aggregate that we seek to track.

Substituting (4.19) into (4.20) and using (4.15), we find that

\[
\frac{\partial M}{\partial m_{it}} = \pi_{it} \frac{\partial u}{\partial c_t} \frac{\partial c_t}{\partial M_t}
\] (4.21)

Now substitute (4.21) into the total differential of \( M \) to acquire

\[
dM(\mathbf{m}_t) = \frac{\partial u}{\partial c_t} \sum_{i=1}^{k_j} \pi_{it} dm_{it}
\] (4.22)

But since \( M \) is assumed to be linearly homogeneous, we have Euler's equation for linearly homogeneous functions. Substituting (4.21) into Euler's equation, we have

\[
M(\mathbf{m}_t) = \frac{\partial u}{\partial c_t} \sum_{j=1}^{k_j} \pi_{jt} m_{jt}
\] (4.23)

Dividing (4.22) by (4.23), we acquire (4.16), which is the Divisia index. Hence the exact tracking property of the Divisia index is not compromised by uncertainty regarding future interest rates and prices or by risk aversion. Nevertheless, this assumption is not trivial, as emphasized by Poterba and Rotemberg (1987), since current period interest rates are not paid until the end of the current period. In fact current period interest rates are not assumed contemporaneously known in our Euler equations (4.13a) and (4.13b).

4.8. Data and Specification

In order to simplify the illustration, we accept a common clustering of components without weak separability testing. We first set \( \mathbf{m}_s \) equal to those components of \( \mathbf{M}_1 \) found by Belongia and Chalfant (1989) to be weakly separable.\(^{30}\) We then repeat our analysis with \( \mathbf{m}_s \) set equal to the components of \( \mathbf{M}_2 \), but with those components clustered into three groups with prior aggregation within groups, so that \( \mathbf{m}_s \) contains three aggregated elements. Hence we implicitly assume that \( \mathbf{a}_s \) is partitioned in accordance with a recursively nested two level separable blocking, such that the components of our \( \mathbf{M}_1 \) aggregate are separable within the components of

\(^{30}\)On testing for weak separability, also see Swofford and Whitney (1987).
our M2 aggregate, which in turn are separable within $a_s$. Considering the little that is known
about testing for separability in the risk averse case, the clustering that we have chosen without
explicit separability testing is hardly the last word on that subject.

We now select a specification for the function, $u$, satisfying our weak separability
assumption, and we estimate the parameters by GMM. In that estimation, the data that we use is
the monthly monetary component data available in Fayyad (1986) for January 1969 to March
1985. 31 We begin by defining $m_s$ to contain two components: currency and demand deposits,
which Belongia and Chalfant (1989) found to be blockwise weakly separable, at least under risk
neutrality, from other goods and assets. 32 In the utility function, $u^s(M(m_s), h_s, x_s)$, we assume a
further higher level of nested blockwise strong separability, such that

$$u(m_s, h_s, x_s) = V(M(m_s), X_s) + H(h_s), \quad (4.24)$$

where $X_s = X(x_s)$ is the exact quantity aggregate over consumer goods. 33 The utility function that
we specify and estimate is the category utility function $V(M(m_s), X_s)$.

31 Although component data is available for more recent months, we decided to use the same data
used by Fayyad (1986) and supplied in his appendix. That data also was used by Barnett,
Hinich, and Yue (1991) to explore the dynamic properties of the data in the frequency domain.
Comparability and replicability are facilitated by using that widely available and explored data
sample. It would perhaps be interesting to repeat this procedure using the recently updated data
in Thornton and Yue (1992), which now is being continually updated and maintained on the St.
Louis Federal Reserve Bank’s computer bulletin board, FRED.

32 See Barnett, William A., Melvin Hinich, and Piyu Yue (1991) regarding the need to test for
weak separability and for further details regarding the data.

33 Formally, we assume that $x_s$ is in a weakly separable block within $u$, with linearly
homogeneous category utility function $X(x_s)$. The true cost of living index $p_s^* = p^*(p_s)$ is the unit
cost function dual to the quantity aggregator function, $X_s$. As described earlier, we approximate
the true cost of living index by the Fisher ideal index.

We are able to appeal to perfect certainty aggregation theory in this case, since current
period prices, unlike current period interest rates, are known in the current period. Hence two
stage budgeting over consumer goods is possible, and thereby perfect certainty aggregation and
index number theory are applicable to consumer goods.

34 The strong separability assumption is largely for expository convenience. Weak separability of
the form $u(m_{1s}, m_{2s}, L_s, x_s) = U[V(M(m_{1s}), X_s), m_{2s}, L_s]$ would be sufficient to assure the
existence of the function $V(M(m_{1s}), X_s)$ that we use below.
Since the variables in $V(M(m_s), X_s)$ are disjoint from those in $H(h_s)$, we can restrict the original decision to be defined in terms of the utility function $V(M(m_s), X_s)$ in the following manner without altering the solution for the variables $(m_s, X_s)$. We redefine the utility function in Problem 2 to be

$$V(M(m_t), X_t) + E_t \left[ \sum_{s=t+1}^{\infty} \frac{1}{1+\xi} s^{-t} V(M(m_s), X_s) \right]. \quad (4.25)$$

The utility function in Problem 1 can be restricted in the analogous manner. The budget constraint in either case is simplified in the following manner. All terms containing the variables $(h_s, h_{s-1})$ are absorbed into the "other income" variable, $I_s$, with $(h_s, h_{s-1})$ replaced by their stochastic processes solving the complete unrestricted decision (Problem 1 or 2).

The budget constraint then becomes:

$$\{ (m_s, X_s, A_s) \in H: \ p^*_s X_s = \sum_{i=1}^{k_1} [(1+r_{i,s-1}) p^*_s m_{i,s-1} - p^*_s m_{is}] + (1+R_{s-1}) p^*_s A_{s-1} - p^*_s A_s + I_s \}. \quad (4.26)$$

In short, with $M_1$ components we estimate a three goods model, including two monetary components and the aggregate quantity of consumer goods, $X_s$. With $M_2$ components we estimate a four goods model, including three aggregated monetary components and the aggregate quantity of consumer goods, $X_s$. We now define our specification for $V$.35

We assume constant proportional risk aversion, such that the utility function $V = V(M(m_s), X_s)$ is of the form

$$V(M(m_s), X_s) = \frac{1}{\sigma} [J(X_s, M_s)]^\sigma \quad (4.27)$$

for some function, $J$, where $M_s = M(m_s)$ is the Theoretical monetary aggregate we seek to estimate. We then assume that the function $J$ has the Cobb-Douglas form

35We use the same aggregator function specifications used by Poterba and Rotemberg (1987), although we believe that at a later stage of this research the aggregator functions should be replaced by those of the highly flexible seminonparametric AIM (asymptotically ideal model) specification. See, e.g., Barnett, Geweke, and Wolfe (1991a,b) and Barnett, Geweke, and Yue(1991).
\[ J(X_s, M_s) = X_s^\beta M_s^{1-\beta}. \] (4.28)

Finally we assume that the monetary aggregator function, \( M(m_s) \), has the CES (constant elasticity of substitution) form

\[ M_s = \left( \sum_{i=1}^{k_1} \delta_{i} m_{si} \right)^{1/\nu} \] (4.29)

with \( \sum_{i=1}^{n} \delta_i = 1 \), where \( n = 2 \) for \( M1 \) and \( n = 3 \) for \( M2 \).

Substituting (4.29) into (4.28), and then substituting the result into (4.27), we get

\[ V(M(m_s), X_s) = \frac{1}{\sigma} \left[ X_s^\beta \left( \sum_{i=1}^{k_1} \delta_{i} m_{si} \right)^{(1-\beta)/\nu} \right]^\sigma. \] (4.30)

Denoting the rate of subjective time discount by \( \rho = 1/(1+\xi) \) and substituting (4.30) into (4.25), we get the complete intertemporal expected utility function

\[ E_t(U) = \frac{1}{\sigma} \left[ X_t^\beta \left( \sum_{i=1}^{k_1} \delta_{i} m_{ti} \right)^{(1-\beta)/\nu} \right]^\sigma + \sum_{s=t+1}^{\infty} \rho^{s-t} \frac{1}{\sigma} \left[ X_s^\beta \left( \sum_{i=1}^{k_1} \delta_{i} m_{si} \right)^{(1-\beta)/\nu} \right]^\sigma. \] (4.31)

The parameters to be estimated are \( \rho, \sigma, \beta, \{\delta_i\}, \) and \( \nu \). The constraints imposed on those parameters are

\[ \sum_{i=1}^{k_1} \delta_i = 1, \quad 0 < \beta \leq 1, \quad \text{and} \quad 0 < \delta_i \leq 1. \]

All consumption and asset quantity data are real per capita. We approximate the benchmark rate, \( R_s \), by the maximum holding period yield across all assets in Fayyad's (1986) tables during period \( s \). The particular asset which produced that rate of return need not be the same for all \( s \), since our measurement of \( R_s \) produces a proxy for the rate of return on some very illiquid asset (such as human capital in a world without slavery), on which we may have no monthly data.

**4.9. Estimation**

We use Hansen and Singleton's (1982) generalized method of moments estimator to estimate the parameters of the Euler equations, (4.13a) and (4.13b). In accordance with Hansen and Singleton's estimator, we iterate on the weighting matrix until convergence. The Hansen and
Singleton GMM estimator requires the selection of instrumental variables. When estimating the Theoretical M1 aggregate, we use the following five instruments: \( Z_1 = \text{constant} = 10, Z_2 = X_{s-1} - X_s, \ Z_3 = (m_{s+1,1} - m_{s1}) + (m_{s+1,2} - m_{s2}), \ Z_4 = m_{s-1,1} + m_{s-1,2}, \) and \( Z_5 = R_{s-1}. \)

The sample size in Fayyad (1986) is 195 which covers monthly periods from January of 1969 to March of 1985. In order to impose the constraints on the parameters, we transform the parameters in the following manner:

\[
\rho = B_1, \ \sigma = B_2, \ \beta = \cos^2 B_3, \ \delta = \cos^2 B_4, \ \nu = B_5,
\]

and we estimate the new parameters \( B_1, B_2, B_3, \) and \( B_4. \) The GMM estimator converged at its fourth stage. The resulting parameter estimates are as in Table 4.1.\(^{36}\)

Using these parameter estimates and the component data, the estimated theoretical M1 monetary aggregate, \( M_s = M(m_s), \) was computed at each observation. We also computed the Divisia quantity index and the simple sum index over the same components. The nominal per capita time paths of these three M1 index numbers are plotted in Figure 4.1. In Figure 4.3, the corresponding real per capita data is plotted for the three series.

This procedure then was repeated with the M2 data. The components of M2 were clustered into three groups, and asset quantities within the groups were aggregated by simple summation to produce three aggregated components over which we aggregate by the three methods. For details of the prior clustering of components, see Table 4-1 in Barnett, Hinich, and Yue (1991).

In order to impose the constraints on the parameters, we transform them as follows

\[
\rho = B_1, \ \sigma = B_2, \ \beta = \cos^2 B_3, \ \delta_1 = \cos^2 B_5, \ \delta_2 = \sin^2 B_5 \sin^2 B_6, \ \nu = B_4.
\]

The GMM estimation converged at the third stage. The resulting parameter estimates are provided in Table 4.2.

Using these parameter estimates and the component data, the estimated theoretical M2 monetary aggregate, \( M_s = M(m_s), \) was computed at each observation. We also computed the Divisia quantity index and the simple sum index over the same components. The nominal per capita time paths of these three M1 index numbers are plotted in Figure 4.1. In Figure 4.3, the corresponding real per capita data is plotted for the three series.

\(^{36}\)The t-ratios should be interpreted with caution, since the use of transformations of parameters to impose inequality constraints biases conventional methods of estimating standard errors. As a result, we supply no standard errors or t-ratios for the original untransformed parameters.
capita time paths of these three M2 index numbers are plotted in Figure 4.2. In Figure 4.3, the corresponding real per capita data is plotted for the three series along with the real per capita indexes for M1. In Figure 4.4, the nominal per capita indices are supplied for the three methods of aggregation at both the M1 and M2 levels of aggregation.

The properties of the three aggregates at each level of aggregation are easily seen by inspecting the plots. Evidently at the M1 level, Divisia M1 tracks the estimated Theoretical aggregate rather well. At the M2 level, the growth rates of those two series diverged from September 1982 through April 1983, with the growth rate of the estimated Theoretical aggregate being consistently higher than that of the Divisia aggregate throughout that time period. This phenomenon opened a gap between the plots of the levels of the two series. However, the two paths tracked parallel to each other after the eight months of diverging growth rates, since the growth rates of the two series returned to being very similar after April 1983.

The divergence from September 1982 through April 1983 probably can be found in the unusual circumstances that existed in money markets. Many innovations in money markets evolved during that period, such as the introduction of super-NOW accounts and money-market deposit accounts at commercial banks. There also was more than the usual degree of uncertainty regarding monetary policy, since that period immediately followed the termination of the Federal Reserve's "monetarist experiment," and the targets of monetary policy immediately following the termination of that experiment were unclear.

5. Conclusions

We conclude that both the Lucas critique and the Barnett critique can be circumvented by estimating Euler equations with weak separability tested and imposed prior to the construction of monetary aggregates in the financial sector. This conclusion applies to estimation of the technology of manufacturing firms, which demand monetary services as inputs, the tastes of

---

37 In particular, superNow accounts were introduced during January 1983 and money market deposit accounts were introduced during December 1982. The period during which the growth rate of the estimated Theoretic M2 aggregate diverged from the Divisia and simple sum M2 aggregates was September 1982 through April 1983.
consumers, who demand monetary services as inputs, and the technology of financial intermediaries, which supply financial services as outputs while contributing to the production of the economy’s inside money supply.

While the Divisia index is not flawless when tracking the resulting weakly nested monetary aggregates that exist in such rigorous structures, we find that its tracking ability is better than that of other available statistical index numbers. This advantage is most evident when the ratios of the user cost prices of the services of components differs substantially from 1.0. Those user cost formulas depend upon the own rates of return such that the user costs are equal if and only if the own rates of return are equal. In fact, it can be shown that the Divisia index reduces to the simple sum if all own rates of return are equal, so that the components become perfect substitutes. The advantage of Divisia over simple sum is especially evident in the case of consumer demand, since our data in that case includes currency with a yield of zero, while the other assets in the consumer's portfolio yield a positive rate of return. In our results with manufacturing firms and with banks, no zero yielding asset was among the components of the aggregate and hence the results are less dramatic.

The ultimate objective of this line of research is to permit investigation of various forms of policy intervention into asset markets and to investigate properties of tastes and technology. We agree with Poterba and Rotemberg's (1987) views on the direction that this research should take, and we have taken that line of research several steps further. Clearly much remains to be done.
Proof of Theorem 1: Let the deterministic point \((m_t, h_t, x_t, A_t)\) and the stochastic process \((m_s, h_s, x_s, A_s), s=t+1, ..., t+T\), solve problem 1. But let the deterministic point \((h_t, x_t, A_t)\) and the stochastic process \((h_s, x_s, A_s), s=t+1, ..., t+T\), not solve problem 1a conditionally upon the process \(M_s^* = M(m_s)\) given for \(s = t, ..., t+T\). Then there exist \((\tilde{h}_s, \tilde{x}_s, \tilde{A}_s) \in \Delta(s), s=t, ..., t+T\), such that (4.8) evaluated at \((\tilde{h}_t, ..., \tilde{h}_{t+T}, \tilde{x}_t, ..., \tilde{x}_{t+T}, \tilde{A}_{t+T})\) is strictly greater than (4.8) evaluated at \((h_t, ..., h_{t+T}, x_t, ..., x_{t+T}, A_{t+T})\) conditionally upon \(M_s^* = M(m_s)\).

Hence (4.3) evaluated at \((m_t, ..., m_{t+T}, \tilde{h}_t, ..., \tilde{h}_{t+T}, \tilde{x}_t, ..., \tilde{x}_{t+T}, \tilde{A}_{t+T})\) is strictly greater than (4.3) evaluated at \((m_t, ..., m_{t+T}, h_t, ..., h_{t+T}, x_t, ..., x_{t+T}, A_{t+T})\). But since \((\tilde{h}_s, \tilde{x}_s, \tilde{A}_s), s=t+1, ..., t+T\), is feasible for problem 1a conditionally upon \(M_s^* = M(m_s)\), it follows that \((m_s, \tilde{h}_s, \tilde{x}_s, \tilde{A}_s)\) is feasible for problem 1. Our assumption that \((m_s, h_s, x_s, A_s), s = t, ..., t+T\), solves problem 1 is contradicted. The analogous proof by contradiction applies to problem 2a.

Q.E.D.
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Table 4.1
GMM Estimates of Parameters of M1 Theoretical Aggregator Function Nested in Consumer Demand Model

<table>
<thead>
<tr>
<th>Estimated Parameter</th>
<th>Inside Aggregator</th>
<th>Outside Aggregator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B₁</td>
<td>B₂</td>
</tr>
<tr>
<td>Estimate t-ratio</td>
<td>0.9168</td>
<td>-0.3329</td>
</tr>
<tr>
<td></td>
<td>62.489</td>
<td>-3.726</td>
</tr>
<tr>
<td>Derived Parameter</td>
<td>ρ</td>
<td>α</td>
</tr>
<tr>
<td>Implied Estimate</td>
<td>0.9168</td>
<td>-0.3329</td>
</tr>
</tbody>
</table>
Table 4.2  
GMM Estimates of Parameters of M2 Theoretical Aggregator Function Nested in Consumer Demand Model

<table>
<thead>
<tr>
<th>Estimated Parameter</th>
<th>Inside Aggregator</th>
<th>Outside Aggregator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B_1$</td>
<td>$B_2$</td>
</tr>
<tr>
<td>Estimate</td>
<td>0.8975</td>
<td>-0.2669</td>
</tr>
<tr>
<td>t-ratio</td>
<td>43.9094</td>
<td>-3.3072</td>
</tr>
<tr>
<td>Derived Parameter</td>
<td>$\rho$</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>Implied Estimate</td>
<td>0.8975</td>
<td>-0.2669</td>
</tr>
</tbody>
</table>
Table 3.1

GMM Estimates of Parameters of Theoretical Aggregator Function Nested in Manufacturing Firm's Technology

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>t-ratio</th>
<th>( \phi )</th>
<th>t-ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_{11} )</td>
<td>.05</td>
<td>9.41</td>
<td>61.82</td>
<td>228,814</td>
</tr>
</tbody>
</table>

Note: the other parameters of technology, outside the monetary aggregator function, are \( (\tilde{a}_1, \tilde{a}_2, \tilde{a}_3, \tilde{a}_4, \gamma, q_{11}, q_{21}, q_{31}, q_{41}, q_{22}, q_{32}, q_{33}, q_{42}, q_{43}, q_{44}) \), and were estimated to be \((1.22, .689, 1.617, 1.635, 3.98,-1.61,-3.19,5.23,4.59,-3.75,-3.33,5.52,5.76,.963,-.035)\) respectively, with corresponding t-ratios of \((9.8, 6.21, 7.84, 10.18, 1.01,-6.85,-7.32,7.12,10.42,-6.68,-2.32,4.05,10.74,1.11,-.001)\) respectively. The estimated value of \( \phi \) implies estimates for \((b_1, b_2)\) of \( b_1=0.777 \) and \( b_2=0.223 \).

Monotonicity was imposed upon the monetary aggregator function at only one point. However, monotonicity of that function was checked at all points, and violations of monotonicity conditions within the aggregator function did not occur at any observation. Convexity of the monetary aggregator function was imposed globally.

Monotonicity of the transformation function, \( \Omega \), was imposed at only one point but checked at all points. Monotonicity was violated for output at 3 points, for labor at 3 points, for materials at 5 points, for capital at 14 points, and for cash and securities at 32 points. Convexity of \( \Omega \) was violated at 32 data points.
Table 2.1

GMM Estimates of Parameters of Theoretical Aggregator Function Nested in Financial Firm’s Technology

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( u_{11} )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>-0.532</td>
<td>58.05</td>
</tr>
<tr>
<td>t-ratio</td>
<td>-2.54</td>
<td>839.3</td>
</tr>
</tbody>
</table>

Note: the other parameters of technology, outside the monetary aggregator function, are \( \tilde{a}_1, \tilde{a}_2, \tilde{a}_3, \tilde{a}_4, \tilde{\rho}, \tilde{\mu}, \tilde{\theta}, \tilde{q}_{11}, \tilde{q}_{21}, \tilde{q}_{31}, \tilde{q}_{41}, \tilde{q}_{22}, \tilde{q}_{32}, \tilde{q}_{33}, \tilde{q}_{42}, \tilde{q}_{43}, \tilde{q}_{44} \), and were estimated to be (.039,.230,.034,260.8,.259,58.0,0.098,.326,.444,-.479,-1.586,1.755,-1.764,-.298,1.914,1.163) respectively, with corresponding t-ratios of (2.52,9.11,.06,.05,2.90,2.35,839.32,-5.06,80.1,8.0,-1.30,-5.08,4.29,-6.24,-1.59,6.26,9.26) respectively. The estimated value of \( \theta \) implies estimates for \( (b_1,b_2) \) of \( b_1=0.72 \) and \( b_2=0.28 \).

Monotonicity was imposed upon the monetary aggregator function at only one point. However, monotonicity of that function was checked at all points, and violations of monotonicity conditions within the aggregator function did not occur at any observation. Convexity of the monetary aggregator function was imposed globally.

Monotonicity of the transformation function, \( \Omega \), was imposed at only one point but checked at all points. Monotonicity was satisfied at all data points for outputs, at all data points for cash and labor, at all but 2 points for materials, and at all but 4 points for capital. Convexity of \( \Omega \) was satisfied at all data points.
We very much welcome Stephen Cecchetti's comments on our paper. He has provided an interesting new method for computing monetary aggregates, and we are very pleased to find that the monetary aggregate that he proposes is not a simple sum. We hope that economists interested in progressing beyond the obsolete simple sum monetary aggregates will include Cecchetti's aggregate in their experiments. But we feel it is necessary for us to point out that the index-number-theoretic tradition that is relevant to understanding the Cecchetti index differs from the tradition that is relevant to understanding our research. In addition, the objectives of our paper are very different from those of Cecchetti's approach.

1. Historical Background

Historically there were two traditions in the index number theory literature. One was called statistical index number theory and the other was called economic index number theory. The latter was produced from microeconomic theory and generated the large literature on exact weakly separable aggregator functions, two stage budgeting, the unit cost function as the true cost of living index, and many of the results on functional duality theory. See, e.g., Fisher and Shell (1972), Blackorby, Primont, and Russell (1978), and H. A. John Green (1964). It should be understood that the literature on economic quantity and price aggregation theory is not the source of any controversy in microeconomic theory. The reason is that it is correct and is beyond dispute. The basic principle upon which that literature is based is that an aggregate is exact if the economic agent behaves as if the aggregate were an elementary good in a shadow world decision that tracks the real world decision without error.

On the other hand, statistical index number theory, in its earliest days, was not directly connected with economic theory and hence was the object of much criticism from economic index number theorists. But statistical index number theory circumvented the need to estimate aggregator functions. The clash between the convenience of statistical index numbers and the theoretical validity of economic index number theory hampered progress for many years. In recent years the explosion of activity in index number theoretic research found its origins in the path breaking research of Diewert (1976), who proved that a class of statistical index numbers tracks the exact aggregators of economic aggregation theory up to a third order remainder term in the changes. He named that class
the "superlative" index numbers. His result unified a subset of the available statistical index number theory with the entirely valid economic index number theory, thereby ending the division between the two approaches. Nearly all of the post-Diewert research in statistical index number theory is based upon the unified overlap and produces provable tracking ability relative to economic index number theory.

2. Cecchetti’s Number

Cecchetti’s index is not in the class of superlative index numbers and in fact has unknown tracking ability relative to the exact aggregator functions of economic aggregation theory. Hence Cecchetti’s index is in the older pre-Diewert tradition of statistical index number theory. We believe that his interesting index merits serious research in the growing literature on monetary aggregation, but we hasten to add that the research contained in our paper is firmly rooted in economic aggregation theory and therefore has very different objectives. As explained in our paper, both the Lucas critique and the Barnett critique (as defined by Chrystal and MacDonald (1994) and explained in our paper) are solved by the approach that we advocate. Without a known connection with a nested aggregator function, the Cecchetti index seems vulnerable to the Barnett critique, and he does not comment on our estimation of the deep parameters of Euler equations as a solution to the Lucas critique.

3. Cecchetti’s Criticism of Index Number Theory

Cecchetti states that the possible covariance between the weights of index number theoretic aggregates and the component growth rates is a defect. In a superlative statistical index number, the weights contain no unknown parameters. The weights contain only data. Similarly the growth rates of component quantities or prices are data. Multiplying together two correlated data stochastic processes to get a third derived data stochastic process is not a problem. For example, income is computed by calculating the sums of products of quantities and prices. The fact that those quantities and prices are correlated is irrelevant. Furthermore, there is good reason to want the weights and component processes to be correlated. Consider, for example, the Divisia index, which is known to track any aggregator function without any error at all in continuous time, since the Divisia index is just a transformation of the first order conditions for optimizing behavior. The weights of the Divisia index’s growth rates are expenditure shares. If the aggregator function being tracked is Cobb-Douglas, all expenditure shares will be constant. Hence in that unlikely special case, the shares will be uncorrelated with the component growth rates. But along any other aggregator function, prices, quantities, and shares will all be correlated. Whether shares are positively or negatively
correlated with prices depends upon whether the price elasticities of demand are greater or less than minus 1.0. Any index number which does not permit that correlation cannot track a non-Cobb-Douglas aggregator function adequately. In short, we consider Cecchetti’s criticism of index number theory to be unwarranted.\(^3^8\)

If Cecchetti’s criticism of index number theory alternatively is directed at economic aggregation theory, rather than statistical index number theory, his criticism remains unwarranted. In economic index number theory, the aggregates are the economic aggregator functions themselves. Those functions are linearly homogeneous, increasing, and concave, and are weakly separable subfunctions within the structure of the economy. Those economic aggregator functions may have parameters, but need not have "weights" in any meaningful sense. The unknown parameters are constants and are not correlated with anything.

4. Methodology

The admissibility criteria used to produce data in index number theory and aggregation theory are outlined in Barnett (1982). Such aggregates must be produced over weakly separable groups, and the index used to aggregate over the groups must have known (preferably "superlative") tracking ability relative to the aggregator function. This construction process logically precedes the use of any such aggregate. Since more than one nested weakly separable group may exist, there can be more than one admissible aggregate, and they can be recursively nested, as in the M1, M2, and M3 component groups. Comparison between the admissible aggregates can be based upon their usefulness in policy or in other such applications. But the construction of admissible aggregates is logically prior to that final comparison. Constructing data in a manner that is designed from the start to rationalize some policy view is a violation of the principles of index number theory, and inadmissible index number theories violate existence conditions in aggregation theory and therefore cannot be viewed as tracking anything that exists. Hence they do not "measure" anything.

The purpose of all scientific research is to reveal the truth, not to alter the data in a manner that may tend to justify some preconceived policy view. The purpose of data is to measure something that exists, i.e. an aggregator function that is separable within the structure of the economy. If that which exists is not easily used in policy, or is

\(^{38}\)In index number theory, bias is defined to be the expected value of the difference between the growth rate of the index and the growth rate of the exact aggregation-theoretic economic aggregator function. The very different concept of bias used by Cecchetti is defined without reference to such an exact, neoclassical, weakly separable, aggregator function. In fact his equation (2) would not be satisfied by such a class of aggregator functions.
not at all useful in policy, should we find a way to change the data so that it will appear to be useful in policy? If so, are we then justified in using that circular construct as data in a structural equation or model?

5. Conclusion

At the present time, Cecchetti’s construct has no known foundations in economic aggregation theory, and is neither an economic aggregate nor an admissible statistical index number, in the modern post-Diewert definitions of the terms. But the Cecchetti number could be viewed as a "coincident economic indicator," in the Stock and Watson (1991) sense, and may thereby be of use as a policy tool. On those grounds, we believe that Cecchetti's construct merits serious further research. In fact we wish to applaud Cecchetti for contributions above and beyond the call of duty. It is rare for a discussant's comments to include an original and positive new research contribution. However when it comes to the construction of aggregate data as measures of structural variables, aggregation theory and economic index number theory exist for a very good reason. In his comments, Cecchetti asks whether there is "an easier way to do this." Relative to the clearly stated structural objectives of our paper, the answer is----No.39

39In fact the route to better ways is through the use of harder ways, not easier ways. For example, the way to generalize beyond the need for representative consumers is through the incorporation of recent advances in aggregation over economic agents. The way to internalize risk adjustments is through the use of recent advances in index number theory under risk. The way to generalize beyond the need for linearly homogeneous utility functions is through the use of distance function aggregator. The relevant literature is there to use.
REFERENCES


